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	Introduction
In RAN1#109-e, an agreement was reached corresponding to one use case of AI/ML for spatial-frequency domain CSI compression. In addition, it was concluded to further discuss a few other sub-use cases in the following meetings. Concretely, the following was agreed in RAN1#109-e.
	Agreement
For the performance evaluation of the AI/ML based CSI feedback enhancement, system level simulation approach is adopted as baseline
· Link level simulation is optionally adopted

Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, for the calibration purpose on the dataset and/or AI/ML model over companies, consider to align the parameters (e.g., for scenarios/channels) for generating the dataset in the simulation as a starting point.
Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, ideal DL channel estimation is optionally taken into the baseline of EVM for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.)
· Note: Eventual performance comparison with the benchmark release and drawing SI conclusions should be based on realistic DL channel estimation.
· FFS: the ideal channel estimation is applied for dataset construction, or performance evaluation/inference.
· FFS: How to model the realistic channel estimation
· FFS: Whether ideal channel is used as target CSI for intermediate results calculation with AI/ML output CSI from realistic channel estimation
Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, companies can consider performing intermediate evaluation on AI/ML model performance to derive the intermediate KPI(s) (e.g., accuracy of AI/ML output CSI) for the purpose of AI/ML solution comparison.
Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, Floating point operations (FLOPs) is adopted as part of the ‘Evaluation Metric’, and reported by companies.

Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, AI/ML memory storage in terms of AI/ML model size and number of AI/ML parameters is adopted as part of the ‘Evaluation Metric’, and reported by companies who may select either or both.
· FFS: the format of the AI/ML parameters
Agreement 
For the evaluation of the AI/ML based CSI compression sub use cases, a two-sided model is considered as a starting point, including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information.
· At least for inference, the CSI generation part is located at the UE side, and the CSI reconstruction part is located at the gNB side.
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the table is taken as a baseline of EVM
· Note: the following table captures the common parts of the R16 CSI enhancement EVM table and the R17 CSI enhancement EVM table, while the different parts are FFS.
· Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions.
· The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
· FFS: modifications on top of the following table for the purpose of AI/ML related evaluations.
 Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, as a starting point, take the intermediate KPIs of GCS/SGCS and/or NMSE as part of the ‘Evaluation Metric’ to evaluate the accuracy of the AI/ML output CSI
· For GCS/SGCS, 
· FFS: how to calculate GCS/SGCS for rank>1
· FFS: whether GCS or SGCS is adopted
· FFS other metrics, e.g., equivalent MSE, received SNR, or numerical spectral efficiency gap.
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if LLS is preferred, the following table is taken as a baseline of EVM
· Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions. 
· The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
· FFS: modifications on top of the following table for the purpose of AI/ML related evaluations.
· FFS: other parameters and values if needed
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, study the verification of generalization. Companies are encouraged to report how they verify the generalization of the AI/ML model, including:
· The configuration(s)/ scenario(s) for training dataset, including potentially the mixed training dataset from multiple configurations/scenarios
· The configuration(s)/ scenario(s) for testing/inference
· Other details are not precluded
Agreement
[bookmark: _Hlk110591095]For the evaluation of the AI/ML based CSI compression sub use cases, companies are encouraged to report the details of their models, including:
· The structure of the AI/ML model, e.g., type (CNN, RNN, Transformer, Inception, …), the number of layers, branches, real valued or complex valued parameters, etc.
· The input CSI type, e.g., raw channel matrix estimated by UE, eigenvector(s) of the raw channel matrix estimated by UE, etc.
· FFS: the input CSI is obtained from the channel with or without analog BF
· The output CSI type, e.g., channel matrix, eigenvector(s), etc.
· Data pre-processing/post-processing
· Loss function
· Others are not precluded
Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the following parameters are taken into the baseline of EVM
· Note: The 2nd column applies if R16 TypeII codebook is selected as baseline, and the 3rd column applies if R17 TypeII codebook is selected as baseline.
· Additional assumptions from R17 TypeII EVM Same consideration with respect to utilizing angle-delay reciprocity should be considered taken for the AI/ML based CSI feedback and the baseline scheme if R17 TypeII codebook is selected as baseline
· FFS baseline for potential sub use cases involving CSI enhancement on time domain
· Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions.
· The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
· FFS: modifications on top of the following table for the purpose of AI/ML related evaluations.
Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the ‘Baseline for performance evaluation’ in the baseline of EVM is captured as follows
	Baseline for performance evaluation
	Companies need to report which option is used between
-        Rel-16 TypeII Codebook as the baseline for performance and overhead evaluation.
-         Rel-17 TypeII Codebook as the baseline for performance and overhead evaluation.
-         FFS: Whether Type I Codebook can be optionally considered at least for performance evaluation



Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the GCS/SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, companies to report the GCS/SGCS calculation/extension methods, including:
     Method 1: Average over all layers
o    Note:  is the eigenvector of the target CSI at resource unit i and K is the rank. is the  output vector of the output CSI of resource unit i.  is the total number of resource units.  denotes the average operation over multiple samples.

     Method 2: Weighted average over all layers
o    Note: Companies to report the formula (e.g., whether normalization is applied for eigenvalues)
     Method 3: GCS/SGCS is separately calculated for each layer (e.g., for K layers, K GCS/SGCS values are derived respectively, and comparison is performed per layer)
       Other methods are not precluded
       FFS: Further down-selection among the above options or take one/a subset of the above methods as baseline(s).



In this contribution document, we further discuss our views on the evaluation methodology for CSI feedback.
[bookmark: _Ref30491904][bookmark: _Ref30492156][bookmark: _Ref30491838]Baseline EVM
During RAN#109-e there was a discussion on, if SLS is adopted, which option should be selected as the ‘Baseline for performance evaluation’ in the baseline of EVM:
· Rel-16 Type II Codebook as the baseline for performance and overhead evaluation.
· Rel-17 Type II Codebook as the baseline for performance and overhead evaluation.
· FFS: Whether Type I Codebook can be optionally considered at least for performance evaluation
Our preference is to down select one baseline scheme for simplicity. Since Rel-17 Type II Codebook is initially designed to support scenarios with partial UL-DL channel reciprocity under FR1 FDD systems with small duplexing distances, e.g., ≤ 200 MHz, the use of this codebook as a baseline for the study may be too restrictive. On the other hand, Rel-16 Type II codebook performance is not tied to the strength of the UL-DL channel reciprocity, and hence is a better candidate for the baseline for AI/ML for CSI enhancement. Therefore, we support Rel-16 Type II Codebook as a baseline for the study of AI/ML for CSI enhancement. 
Proposal 1 [bookmark: _Toc111019161][bookmark: _Toc111102005][bookmark: _Toc111193839]Rel-16 Type II Codebook is the baseline for study of AI/ML for CSI enhancement
Metrics for intermediate performance evaluation
Consider an eNB and a UE equipped with  and  antennas respectively. We have collected  samples of the channel  where  shows different time samples and jshow the number of frequency measurements we have over different subcarriers.  , itself, is a complex-valued matrix of size , i.e.,  . The corresponding Tx-side eigenvectors and eigenvalues of  are denoted by  and  where  and  is the number of eigenvectors.
We also compressed and recovered all channel matrices using a sample implementation of CSI feedback model. The output is denoted by  and its corresponding Tx-side eigenvectors and eigenvalues are denoted by  and , respectively. 
Here we discuss some possible intermediate KPIs for evaluating the performance of a CSI feedback mechanism.

Based on GCS:
We propose to use
[bookmark: _Hlk110431747][bookmark: _Hlk110596789]
where the expectation is over different channel realizations in different time slots, i.e., .
Two other alternatives are also discussed during the RAN#109-e meeting. 




We analyse the three options in the following.
1- Let’s assume we have a perfect reconstruction, . 
For this case, it is obvious that  will be equal to 1. 
Here we also show that the other two definitions will be equal to 1 as well.  




To show the difference of different definitions, we further discuss the two following scenarios.

2-  Assume that for all channel samples we are able to perfectly recover all eigenvectors except the eigenvector associated with the smallest eigenvalue.   In other words, considering that the  eigenvalue is the smallest  (), we assume that we are not able to recover , i.e., =0. Note that this is an extreme case that the inner product is zero, but we assume such case to better show the difference between different schemes

In this scenario, due to the  assumption,  and  will be still close to 1 (as desired).
However,  will be  which is not desirable, since missing the estimation of the eigenvector associated with the smallest eigen vector is not as important as missing estimation of the most important eigen vector.
By this argument we can eliminate  

3- Consider now that the environment only has two channel instances of  and . Assume that  represents a time slot that the UE is in deep fade, i.e.,  is small and   represents a time slot that the UE is not in a deep fade, i.e.,  is large.  

Now assume that we have a CSI feedback model that can perfectly determine the eigen values of  but its estimations for  are incorrect, i.e., =0 and =1 for 

In this case,  but .

For the explained scenario, the effective rate that can be transmitted is higher for channel state  compared to when the channel state is  (in deep fade). So, the average rate will be higher if we miss good transmission over  rather than . So, a metric with values larger than  is preferred.

Again this is a corner example to show the difference of the two approaches.

Proposal 2 [bookmark: _Toc110598705][bookmark: _Toc110598783][bookmark: _Toc110598957][bookmark: _Toc110599019][bookmark: _Toc110603247][bookmark: _Toc110604780][bookmark: _Toc110639306][bookmark: _Toc110846488][bookmark: _Toc110852476][bookmark: _Toc111019162][bookmark: _Toc111102006][bookmark: _Toc111193840]If GCS is selected as the intermediate KPI metric, use  as the KPI definition.

[bookmark: _Toc110598784][bookmark: _Toc110598958][bookmark: _Toc110599020][bookmark: _Toc110603248][bookmark: _Toc110604781][bookmark: _Toc110639307][bookmark: _Toc110846489][bookmark: _Toc110852477][bookmark: _Toc111019163][bookmark: _Toc111102007][bookmark: _Toc111193841]
[bookmark: _Toc110598706][bookmark: _Toc110598785][bookmark: _Toc110598959][bookmark: _Toc110599021][bookmark: _Toc110603249][bookmark: _Toc110604782][bookmark: _Toc110639308][bookmark: _Toc110846490][bookmark: _Toc110852478][bookmark: _Toc111019164][bookmark: _Toc111102008][bookmark: _Toc111193842]Note that, if the metric is intended for comparison between different implementations which use the same “H”, then the denominator can be removed (as it will be the same between different models). 

Based on Directional Gain 
The difficulty in computation of GCS if channel has rank more than one, then how  we should pair   and  for . In other words, if we have two set of  eigen vectors how we should determine which one should be paired with which one (especially if the eigenvalues of  are very close).
To resolve this problem, we propose to use the following metric as the intermediate KPI analysis.
Alternatively, we can use a measure of Normalized Expected Directional Gain (NEDG) that we can find using selected directions:

Where   is the norm-two function if  is a vector and Frobenius norm if  is a matrix. 
NEDG can be computed as


 is therefore a more comprehensive function in comparison to  and 
Proposal 3 [bookmark: _Toc110598707][bookmark: _Toc110598786][bookmark: _Toc110598960][bookmark: _Toc110599022][bookmark: _Toc110603250][bookmark: _Toc110604783][bookmark: _Toc110639309][bookmark: _Toc110846491][bookmark: _Toc110852479][bookmark: _Toc111019165][bookmark: _Toc111102009][bookmark: _Toc111193843]To avoid the complexity of correct pairing the eigen vectors, for the intermediate KPI, we suggest to use Normalized Expected Directional Gain (NEDG) defined as :
[bookmark: _Toc110598787][bookmark: _Toc110598961][bookmark: _Toc110599023][bookmark: _Toc110603251][bookmark: _Toc110604784][bookmark: _Toc110639310][bookmark: _Toc110846492][bookmark: _Toc110852480][bookmark: _Toc111019166][bookmark: _Toc111102010][bookmark: _Toc111193844]

· [bookmark: _Toc110603252][bookmark: _Toc110604785][bookmark: _Toc110639311][bookmark: _Toc110846493][bookmark: _Toc110852481][bookmark: _Toc111019167][bookmark: _Toc111102011][bookmark: _Toc111193845][bookmark: _Toc110598708][bookmark: _Toc110598788][bookmark: _Toc110598962][bookmark: _Toc110599024]NEDGE can be used for rank 1 analysis as well. 

· [bookmark: _Toc110603253][bookmark: _Toc110604786][bookmark: _Toc110639312][bookmark: _Toc110846494][bookmark: _Toc110852482][bookmark: _Toc111019168][bookmark: _Toc111102012][bookmark: _Toc111193846]Note also, if the metric is intended for comparison between different implementations which use the same “H”, then the denominator can be removed (as it will be the same between different models). 
 
Comparison between models: CSI output type
During RAN#109-e we had an agreement that companies are encouraged to report the details of their models, including:
· The structure of the AI/ML model, e.g., type (CNN, RNN, Transformer, Inception, …), the number of layers, branches, real valued or complex valued parameters, etc.
· The input CSI type, e.g., raw channel matrix estimated by UE, eigenvector(s) of the raw channel matrix estimated by UE, etc.
· The output CSI type, e.g., channel matrix, eigenvector(s), etc.
· Data pre-processing/post-processing
· Loss function
· Others are not precluded
While all above items are important, the type of the output has a significant effect on the required amount of feedback data. For example, aiming to compress and recover the CSI in a transformed domain, e.g., one (or a few) eigenvectors of the channel, would lead to lower CSI feedback overhead compared with  compressing and recovering  the complete channel matrix. On the other hand, recovering the complete channel matrix may provide gains beyond that of conventional CSI feedback, e.g., in MU-MIMO or post-processing of the CSI feedback to enable channel prediction. 
For this reason and to be able to have a better comparison between different schemes, we propose to have different categories of methods for different output types.
Proposal 4 [bookmark: _Toc110603254][bookmark: _Toc110604787][bookmark: _Toc110639313][bookmark: _Toc110846495][bookmark: _Toc110852483][bookmark: _Toc111019169][bookmark: _Toc111102013][bookmark: _Toc111193847][bookmark: _Toc110598709][bookmark: _Toc110598789][bookmark: _Toc110598963][bookmark: _Toc110599025]We propose to use different categories when comparing the performance of different AI/ML CSI feedback models. The initial categories are as below:
· [bookmark: _Toc110603255][bookmark: _Toc110604788][bookmark: _Toc110639314][bookmark: _Toc110846496][bookmark: _Toc110852484][bookmark: _Toc111019170][bookmark: _Toc111102014][bookmark: _Toc111193848]Models for compress and recover the complete channel matrix
· [bookmark: _Toc110603256][bookmark: _Toc110604789][bookmark: _Toc110639315][bookmark: _Toc110846497][bookmark: _Toc110852485][bookmark: _Toc111019171][bookmark: _Toc111102015][bookmark: _Toc111193849]Models for compress and recover the transformed CSI, e.g., the channel/precoding matrix eigenvectors up to a certain rank
Generation of the Test dataset  
[bookmark: _Ref110849569]Time correlated samples 
One common method to generate the training and test dataset is to collect data and then randomly partition the data into train and test sets. The applicability of this method when the input data is a time series is limited, especially for data with high time corelation. For CSI feedback, since the channel coherence time may extend to several time slots (depending on the operating frequency and UE speed), the channel temporal correlation is an important aspect that needs to be considered for dataset partitioning. For instance, assume a low Doppler channel in which the channel variations are negligible across three time samples from a UE, e.g., . If the random partitioning of the dataset results in listing under the training dataset and  under the test dataset, the model would haven then observed a version of the test data during training phase.  
Such test sets are not able to show the overfitting issue effectively as a model overfitted to the training data will perform good on the test data (because it is similar to the training data) but may perform poorly on new test samples. 
To have an accurate test dataset, in such cases, we should make sure that for a given UE not only the test samples but also the samples close in time with the test samples are not present in the training data.
The training samples that are collected for CSI feedback usually have high time correlation if they are collected from consecutive time slots from a UE.  So, to have a correct test dataset, we should therefore:
1- Collect channel samples with a good time separation (for example, separated by the channel coherence time) and then we can use random sample partitioning
2- If collected samples are correlated, extract a range of time slot and remove that range from the training set. Then we can include these samples in the test set.

Proposal 5 [bookmark: _Toc110852486][bookmark: _Toc111019172][bookmark: _Toc111102016][bookmark: _Toc111193850][bookmark: _Toc110603257][bookmark: _Toc110604790][bookmark: _Toc110639316][bookmark: _Toc110846498][bookmark: _Toc110598964][bookmark: _Toc110599026]For CSI data, construct the test dataset by
· [bookmark: _Toc110852487][bookmark: _Toc111019173][bookmark: _Toc111102017][bookmark: _Toc111193851]collecting/simulating samples which have correlation below a certain threshold and then use random train/test partitioning. 
· [bookmark: _Toc110852488][bookmark: _Toc111019174][bookmark: _Toc111102018][bookmark: _Toc111193852]collecting/simulating samples at different time slots than the time slots used to collect the training dataset. 
Testing on UEs not included in the training set 
In section 5.1, we have discussed that if we have collected samples from a UE , the test portion should be time separated from the training dataset.
To show the generalization ability of a model, it is important that the test set include samples from a UE that is not present during the training time. In fact, a CSI feedback model may be able to perform well for UEs for which samples of its CSI exists in the training dataset, but may have reduced performance for other UEs (not in the training set).
To better elaborate, consider a network with 32 and 4 antennas at the eNB and the UE, respectively. As agreed in RAN#109-e we have used UMa and parameters specified in appendix 8.1 for UE dropping and channel modelling with the bandwidth of 10MHz. For other details of the simulation assumptions, please refer to Appendix 8.1. For this setting, we have collected about 64K channel samples from different UEs.
We have trained two typical AI-based CSI feedback model, i.e.,  and with latent dimension of 80 and 96. Each value of the latent representation is transmitted with 3 bits (8 levels of quantization). The structure of the models follows the same concepts of what has been proposed in [1]. 
Two metrics -  NEDG and cosine similarity (for the strongest eigne vector only) - have been reported in the following table. We have tested the inference performance of the trained model using two test sets. 
· Test set1: On a time separated channel samples collected from one of the UEs which its samples has been observed during the training time (in separate time range  >> coherence time separation from the last training sample)
· Test set2: On channel samples collected from a UE which is not observed during the training time.


	Test Set
	Model
	# of feedback
	NMSE
	Cosine Sim.
	NEDG

	Test set1
	
	240
	0.121
	0.944
	0.983

	
	
	288
	0.107
	0.949
	0.984

	Test set2
	
	240
	0.666
	0.642
	0.821

	
	
	288
	0.535
	0.738
	0.875




As can be seen, the trained model has a good performance on Test set1 (for UE who was part of the training dataset). As expected, we can also verify that the performance of the AI-based model improves when we increase the number of feedback bits (from  to ). 
If we only look at the high values of the NEDG and the Cosine similarity, we might conclude a good performance of the AI-based schemes. However, the results for Test set2 (for a UE who was not part of the training dataset) show a significant reduction in the performance of the AI-based scheme.  This could be due to different reasons such as limited sample size of the training set, or difference between the channel statistics of the UE in Test set2 and the UEs observed in training dataset.
Note that, 
· The results are not to compare the performance of the AI and conventional schemes (as we did not optimize the AI mode structure)
· The results are only for the particular AI-model that we have trained, other AI-models could have good performance also in Test set2. 

The message, however, is to show the importance of such investigation for “non-insider” UEs, and, thus, the necessity of having a test data that include UEs that are not included in the training data.

Proposal 6 [bookmark: _Toc111019175][bookmark: _Toc110603258][bookmark: _Toc110604791][bookmark: _Toc110639317][bookmark: _Toc110846499][bookmark: _Toc110852489][bookmark: _Toc111102019][bookmark: _Toc111193853]CSI data in the test dataset should also correspond to a set of UEs that is distinct compared with the set of UEs corresponding to the CSI data used in construction of the training dataset 
Other important KPIs and metrics for evaluation of 	CSI-Feedback 
There are also some other important KPIs that we have presented in [2]. We provide additional input on each item.
1 Model training/update:
a. Costs associated with training/update of a model 
During the study item, it is acceptable to use simulator to generate the data samples and use off line training to for initial training and model update. 
But it is essential to have a measure on the costs that related to collection of data and the model training including delay, computation and communication cost.

Proposal 7 [bookmark: _Toc110603259][bookmark: _Toc110604792][bookmark: _Toc110639318][bookmark: _Toc110846500][bookmark: _Toc110852490][bookmark: _Toc111019176][bookmark: _Toc111102020][bookmark: _Toc111193854]It is essential to quantify the delay [e.g., in terms of number of time slots needed], computation and communication cost associated to collection of dataset for initial training or model update. 
Proposal 8 [bookmark: _Toc110603260][bookmark: _Toc110604793][bookmark: _Toc110639319][bookmark: _Toc110846501][bookmark: _Toc110852491][bookmark: _Toc111019177][bookmark: _Toc111102021][bookmark: _Toc111193855]It is essential to quantify the delay, computation and communication cost associated to training of the model during initial training or model update (if it is not possible to be trained offline). 

b. Average model update rate: 
Some CSI feedback methods might be trained under certain conditions and then after changes in the environment the model may need to be retrained. Based on the training procedure and all details of the model, it is necessary to report how often the model needs to go through the model updated procedure. For example, if we train CSINet with UMa channel model, do we need to retrain it with other channel statistics and if yes, how often is retaining needed. Note that more frequent model update may result in large communication overhead and delays in having valid CSI-feedback, and on the other hand less frequent model update may lead to performance degradation due to the outdated training model. We acknowledge that agreeing on a value of the rate for the model update might be a bit complicated, but it is essential for evaluation between different cases.
Proposal 9 [bookmark: _Toc111019178][bookmark: _Toc111102022][bookmark: _Toc111193856][bookmark: _Toc101278327][bookmark: _Toc101278586][bookmark: _Toc101280170][bookmark: _Toc101545811][bookmark: _Toc101626336][bookmark: _Toc101719630][bookmark: _Toc110598710][bookmark: _Toc110598790][bookmark: _Toc110598965][bookmark: _Toc110599027][bookmark: _Toc110603261][bookmark: _Toc110604794][bookmark: _Toc110639320][bookmark: _Toc110846502][bookmark: _Toc110852492]Companies are recommended to report the criteria for model update. 
Proposal 10 [bookmark: _Toc111019179][bookmark: _Toc111102023][bookmark: _Toc111193857]It is essential to quantify how often the model has to go through the model update procedure. 

2 Communication Overhead
Model transfer:
How many bits are needed to transfer the model and the weights for model-transfer based AI/ML models. 

Proposal 11 [bookmark: _Toc110603262][bookmark: _Toc110604795][bookmark: _Toc110639321][bookmark: _Toc110846503][bookmark: _Toc110852493][bookmark: _Toc111019180][bookmark: _Toc111102024][bookmark: _Toc111193858]Apart from the overhead associated to the CSI feedback, it is needed to determine the amount of overhead associated to transfer the initial model and also model updates (if any). 
3 Robustness
a. Sensitivity:
Sensitivity of the model to errors in the data (input data and, in case of online training, training data) and the latency in data transfer over the network, if applicable. 
Accessibility to the exact channel realization in real environment is not practical. If the model uses such information as the ground truth of the CSI, it should mention the level of acceptable noise in the measured channel realization. Alternatively, one can report the accuracy of the model for a range of noisy training data. Also the model should report the inference accuracy considering the range of noisy input data.
Proposal 12 [bookmark: _Toc101278329][bookmark: _Toc101278588][bookmark: _Toc101280172][bookmark: _Toc101545813][bookmark: _Toc101626338][bookmark: _Toc101719632][bookmark: _Toc110598712][bookmark: _Toc110598792][bookmark: _Toc110598967][bookmark: _Toc110599029][bookmark: _Toc110603263][bookmark: _Toc110604796][bookmark: _Toc110639322][bookmark: _Toc110846504][bookmark: _Toc110852494][bookmark: _Toc111019181][bookmark: _Toc111102025][bookmark: _Toc111193859]The inference accuracy should be reported for a range of noisy training CSI and also noisy input data for the proposed CSI-feedback mechanism. 
b. Scalability: 
Does the model scale if the network parameters are changed? 
Proposals should be clear on whether it is needed to train separate models for e.g., different number of antennas ports available at the UE/gNB, subcarrier spacing, or channel bandwidth
Proposal 13 [bookmark: _Toc101278331][bookmark: _Toc101278590][bookmark: _Toc101280174][bookmark: _Toc101545815][bookmark: _Toc101626340][bookmark: _Toc101719634][bookmark: _Toc110598713][bookmark: _Toc110598793][bookmark: _Toc110598968][bookmark: _Toc110599030][bookmark: _Toc110603264][bookmark: _Toc110604797][bookmark: _Toc110639323][bookmark: _Toc110846505][bookmark: _Toc110852495][bookmark: _Toc111019182][bookmark: _Toc111102026][bookmark: _Toc111193860]Evaluate the scalability of the model for different parameter settings, e.g., different number of antenna ports available at the UE or gNBs, subcarrier spacing, or channel bandwidth.
[bookmark: _Toc100923943]

Conclusions
[bookmark: _Hlk100923477][bookmark: _Toc100923324][bookmark: _Toc100923337]This contribution addressed AI/ML-based CSI feedback enhancements. We have the following observations and proposals:
Proposal 1	Rel-16 Type II Codebook is the baseline for study of AI/ML for CSI enhancement
Proposal 2	If GCS is selected as the intermediate KPI metric, use  as the KPI definition.

Note that, if the metric is intended for comparison between different implementations which use the same “H”, then the denominator can be removed (as it will be the same between different models).
Proposal 3	To avoid the complexity of correct pairing the eigen vectors, for the intermediate KPI, we suggest to use Normalized Expected Directional Gain (NEDG) defined as :

	NEDGE can be used for rank 1 analysis as well.

	Note also, if the metric is intended for comparison between different implementations which use the same “H”, then the denominator can be removed (as it will be the same between different models).
Proposal 4	We propose to use different categories when comparing the performance of different AI/ML CSI feedback models. The initial categories are as below:
	Models for compress and recover the complete Channel matrix
	Models for compress and recover the transformed CSI, e.g., the channel/precoding matrix eigenvectors up to a certain rank
Proposal 5	For CSI data, construct the test dataset by
	Collecting/simulating samples which  have correlation below a certain threshold and then use random train/test partitioning.
	collecting/simulating samples at different time slots than the time slots used to collect the training dataset.
Proposal 6	CSI data in the test dataset should also correspond to a set of UEs that is distinct compared with the set of UEs corresponding to the CSI data used in construction of the training dataset
Proposal 7	It is essential to quantify the delay [e.g., in terms of number of time slots needed], computation and communication cost associated to collection of dataset for initial training or model update.
Proposal 8	It is essential to quantify the delay, computation and communication cost associated to training of the model during initial training or model update (if it is not possible to be trained offline).
Proposal 9	Companies are recommended to report the criteria for model update.
Proposal 10	It is essential to quantify how often the model has to go through the model update procedure.
Proposal 11	Apart from the overhead associated to the CSI feedback, it is needed to determine the amount of overhead associated to transfer the initial model and also model updates (if any).
Proposal 12	The inference accuracy should be reported for a range of noisy training CSI and also noisy input data for the proposed CSI-feedback mechanism.
Proposal 13	Evaluate the scalability of the model for different parameter settings, e.g., different number of antenna ports available at the UE or gNBs, subcarrier spacing, or channel bandwidth.
[bookmark: _Ref124671424][bookmark: _Ref71620620][bookmark: _Ref124589665]
Appendix 1

[bookmark: _Ref111220018]Simulation assumptions
	Parameter
	Value

	Duplex, Waveform
	FDD, OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban (Macro only)

	Frequency Range
	FR1 2GHz 

	Inter-BS distance
	200m

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	Companies need to report which option(s) are used between
-          32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ


	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for (rank 1-4)


	BS Tx power
	41 dBm for 10MHz

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz for 2GHz, 30kHz for 4GHz

	Frame structure
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	FFS

	MIMO layers
	For all evaluation, companies to provide the assumption on the maximum MU layers (e.g. 8 or 12)

	Overhead
	Only CSI-feedback overhead

	Traffic model
	Full Buffer

	UE distribution
	- 80% indoor (3km/h), 20% outdoor (30km/h)
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