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Introduction
In RAN1#109e, there were some conclusions and working assumptions on the general aspects of AI/ML framework [1], including a working list of terminologies and definition on the network-UE collaboration levels as copied below. 
	Working Assumption 
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.

Table: Working list of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function



Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.

Observation
Where AI/ML functionality resides depends on specific use cases and sub-use cases.

Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.


Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
1. Level y: Signaling-based collaboration without model transfer
1. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 


There were also many discussions on the other remaining issues as summarized in Moderator’s summary document [2]. Thus, in this contribution, we will continue sharing our views on the general aspects of AI/ML framework, including further clarifications on the terminologies, the general framework for complete life cycle of the AI/ML application in NR air-interface enhancement, network-UE collaboration levels of AI/ML approaches and common performance evaluations metrics.
Discussion
Common notation and terminologies
In RAN1#109e meeting, a number of terminologies are agreed as the working assumption to align the understanding on the AI/ML relevant operations in the study. To facilitate the discussion in this SI, we suggest further considering the following notations and terminologies. 
· AI/ML model acquisition 
On either network or UE side, the AI/ML model can be flexibly acquired, such as by local training with local or remote data set, model transfer (i.e., downloaded/uploaded) between network and UE or even non-3GPP node. So, we propose ‘model acquisition’ to include all possible approaches to obtain an AI/ML model for the following inference operations. 
	AI/ML model acquisition
	A process to obtain an AI/ML Model via local training/validation/testing, model transferring or delivering from non-3GPP node.


· On-line training
For some AI/ML approaches, such as federal learning, real-time data is always needed to train the model, which can be defined as below. 
	On-line training
	An AI/ML training process that is performed based on the collected data in (near) real-time.


· Off-line training
For some AI/ML approaches, the training can be performed in a non-operational environment (i.e., in a software development environment) based on the collected data in a non-real-time way, which can be defined as below.
	Off-line training
	An AI/ML training process that is performed based on the collected data in non-real-time.


· Model updating
The AI/ML model could be updated as the operational environment and scenarios varying, besides of the switching to another model.
	Model updating
	A procedure to update the AI/ML model, e.g., model parameters such as weights, activation functions, model structure etc.


To add terminologies on model acquisition, on-line training, off-line training and model updating, into the working list of terminologies.
Functional frameworks
Because of the high-level description in FS_NR_ENDC_data_collect, it is better to define a more precise functional framework for the AI/ML-related operations over air interface to facilitate the indications on the interaction between network and UE, different stages of AI/ML related algorithms and the potential impacts on the air-interface related specifications. 
[bookmark: _Toc100594395][bookmark: _Toc100594521][bookmark: _Ref101190222][bookmark: _Ref101190227][bookmark: _Toc100594709]A general functional AI/ML framework is needed to facilitate the relevant discussions on the evaluations, functions and specification impacts.
Therefore, we suggest having a refined framework for this study as shown in Figure 1, updated from [3] with agreed terminologies in RAN1#109e and proposed terminologies in this contribution.
[image: ]
[bookmark: _Ref110588523]Figure 1 A general functional framework for the study on AI/ML for NR air interface
This framework includes three high-level AI/ML functions: ‘Data collection’, ‘Model life-cycle management (LCM)’ and ‘Model inference’ with interactions with the NR air interface communication modules via data pre-/post-processing. 
· Data collection
This function is used to collect, label, generate and store the necessary data from the communication modules and other entities (e.g., simulation data, field/measurement data and side information) for use by the model management and inference functions. 
The interfaces of this function include:
· Interface to Model LCM function
[bookmark: OLE_LINK1]This interface can provide the data to the Model LCM function for training/validation/testing and model monitoring, such as the labelled data, ground truth and side information. 
· Interface to Model interference
This interface can provide the data and side information to assist model inference, such as the recent and historical data.
· Interface to Data pre-/post-processing
The data for the AI/ML approaches can be collected from the air interface via the communication modules with some configured pre-processing schemes.
Note that this Data collection function is important for the data-driven approaches, e.g., AI/ML approaches (e.g., the proprietary models) that only rely on the data collection. Thus, the air-interface could be enhanced to support such data collection as part of network-UE collaboration.
· Model life-cycle management (LCM)
This function includes the sub-functions to manage the AI/ML model, including model acquisition, model activation/deactivation, model monitoring and model updating:
· Model acquisition 
A process to obtain an AI/ML Model for inference via local/distributed training/validation/testing, model transfer to/from a network, UE or non-3GPP node.
· Model activation/deactivation
To enable or disable an AI/ML model for a specific function in communication modules, if some condition is satisfied, for example, activating a model that is well-trained or the expected scenario for the model is detected.
· Model monitoring
A procedure to monitor the inference performance of the activated AI/ML model, and if under-performance is monitored, the model could be switched, updated or fall back to the non-AI/ML approaches.
· Model updating
A procedure to update the AI/ML model, e.g., weights, structure or activation functions, if some condition is satisfied, such as scenario change or under-performance is monitored.
Note that there could be more potential management functions as the study proceeds, which can be further added in such model LCM function. 
The interfaces of the model LCM function to the other functions include:
· Interface to Model inference
This interface can provide the configuration signaling to update, activate/deactivate or switch the models for inference. In addition, the inference results could be fed back from the Model inference function to assist the model monitoring. 
· Interface to Data pre-/post-processing
The data from the communication modules to the model LCM function could be pre-processed. Such pre-processing can be configured based on signaling via the interface.  
· Interface to communication modules
The data collected from the communication module can be used to assist the model monitoring or generation via labeling data and there are also some potential signals on the air interface to facilitate remote model management as a kind of collaboration level as explained in next section. 
Note that there could be more potential interfaces needed as the study proceeds, which can be further added in this framework. 
· Model inference
As the key role, this function would include the inference operations with the activated model for a specific function as explained as below:
· Inference operation
A process for any AI/ML approach, in order to derive the desired output, e.g., compressed CSI, optimal beam pair or enhanced position estimates.
The model inference function has the interfaces as
· Interface to Data pre-/post-processing
The data from the communication module, such as the received reference signals, channel estimation results or other measurement results, to the model could be pre-processed based on the configuration of the model, e.g., input/output, and also be post-processed to feed into the communication modules for transmission. 
Note that there could be more potential interfaces needed as the study proceeds, which can be further added in this framework. 
In summary, the functional framework proposed here is refined from FS_NR_ENDC_data_collect with more detailed sub-functions, which can be referred as the basis for further discussion on the AI/ML approaches for air interface enhancement.
Consider a functional framework, including three high-level AI/ML functions: data collection, model life-cycle management (LCM) and model inference with interactions with the communication modules via data pre-/post-processing.
[bookmark: _Toc100275784][bookmark: _Toc100275564][bookmark: _Toc100275785][bookmark: _Toc100275565][bookmark: _Toc100275786][bookmark: _Ref100589852]Network-UE collaboration levels
As discussed in previous meetings, the motivation to define ‘collaboration level’ in this SI is to assess the potential specification impact for a common framework, e.g., “…collaboration level specific specification impact, such as…” [4]. However, the ‘specification impact’ are still under discussion together with the final sub use-cases selection in three sub agenda items (AI 9.2.2.2/9.2.3.2/9.2.4.2) in parallel. Without full assessments in these three sub agenda items, it is unclear which kinds of AI/ML related operations need to be supported with specification impacts and whether they are use-case specific or common. 
AI/ML operations that are common across the representative use-cases can be considered as a kind of ‘collaboration level’ and applied to other AI/ML-based use cases in future releases. Thus, in RAN1#109e meeting, we agreed to have some very general descriptions on ‘collaboration levels’ without precluding any possibility, which may be updated as the study proceeds, especially the ‘specification impact’ assessment in agenda 9.2.2.2, 9.2.3.2 and 9.2.4.2.
In this contribution, we’d like to propose some further sub-levels for discussion. According to the agreed Levels x/y/z, it is necessary to further clary which kind of signaling needs to be collaborated for which kind of AI/ML operations. 
Therefore, we propose to identify the sub-levels according to the different main AI/ML relevant functions, i.e., Data collection, Model LCM and Model inference in the proposed general functional framework in Figure 1, since different functions in general always have different requirements on the collaboration signaling and the potential standardization impacts.
· Level x: No collaboration
In this category, either network or UE does not need to interact any AI/ML related signaling with the other side, and the AI/ML approach is completely based on implementation as illustrated in Figure 2, where the deployment of the AI/ML model on Side A is transparent for Side B, and no change is needed on the existing air-interface signals.
[image: ]
[bookmark: _Ref110584348]Figure 2 Illustration of Level x, no AI/ML related signaling-based collaboration
The AI/ML approach of this category can be selected as baseline for the performance evaluation on the selected use cases if applicable, such as the one-sided model without additional auxiliary information, which only utilizes the data/signaling from the existing air interface for inference.
· Level y: Signaling-based collaboration without model transfer
Since the model transfer could introduce significant challenges for the air interface, the boundary between Level y and z was preliminary agreed to be whether ‘model transfer’ is needed in RAN1#109e. 
Without model transfer, the AI/ML model would be generated and acquired via local training with local or remote data. Once the model is well trained, the Model LCM should be considered to manage the AI/ML models, if the benefit is identified after evaluation in this study, especially for the one-sided proprietary models. Furthermore, for some AI/ML approaches, e.g., autoencoder, the inference output of the encoder is the input of the decoder at the other side, they can also be classified as the two-sided model to support the signaling/data interaction for the model inference. 
Therefore, we propose to have three sub-levels in Level y, i.e., collaboration for data collection, collaboration for model LCM and collaboration for both model LCM and inference.
· Level y0: Signaling-based collaboration for data collection without model transfer
For the AI/ML approaches with this collaboration level, it is necessary for the specifications to enhance or design the signals to facilitate the data collection function related operations, especially the collection from the other side, as illustrated in Figure 3.

[image: ]
[bookmark: _Ref110584339]Figure 3 Illustration of Level y0, signal-based collaboration for data collection
The AI/ML approaches with Level y0 can be the one-sided model with additional auxiliary information, which may need more data and/or signaling from the other side via air interface, especially for model training and/or inference. 
Considering the agreed sub-use cases under discussion[1], the AI/ML approaches with this collaboration level are illustrated below:
· CSI feedback enhancement (from AI 9.2.2.2)
For the possible sub-use case of ‘CSI prediction using one-sided model’, it is expected to predict the CSI via an AI/ML model at gNB. In this case, some side information from UE, such as trajectory and speed, could be helpful for the AI/ML approach at gNB.
· Beam management (from AI 9.2.3.2)
For the possible sub-use case of ‘BM-Case2’, it is expected to do temporal downlink beam prediction at one side, either gNB or UE. The assistance information, such as Tx/Rx beam shape information and UE position/direction/orientation information, would benefit the AI/ML approach.
In summary, the AI/ML approaches with this level only require the collaboration for the data collection, especially the collection and report of the side information from the other side.
· Level y1: Signaling-based collaboration for model LCM without model transfer
For the AI/ML approaches with this collaboration level, it is necessary for the specifications to enhance or design the signals to facilitate the model LCM function to manage the AI/ML models, especially for the proprietary one-sided model as illustrated in Figure 4.

[image: ]
[bookmark: _Ref110585357]Figure 4 Illustration of Level y1, signal-based collaboration for model LCM 
The AI/ML approaches with Level y1 can be the one-sided model under management, which may need some signaling over the air interface to support the sub functions of Model LCM function in Figure 1, e.g., activation/deactivation and monitoring. With the signals on this collaboration level, the model generalization issues can be handled with monitoring and updating for all AI/ML approaches under management. 
In summary, the AI/ML approaches with this level would require the signaling-based collaboration for the model LCM, especially the model monitoring.
· Level y2: Signaling-based collaboration for both model LCM and inference without model transfer
For the AI/ML approaches with this collaboration level, it is necessary for the specifications to enhance and/or design the signals to facilitate both the model LCM and inference functions, especially the two-sided models as illustrated in Figure 5, where the signals would be further enhanced to support the inference.

[image: ]
[bookmark: _Ref110585378]Figure 5 Illustration of Level y2, signal-based collaboration for both model LCM and inference
The AI/ML approaches of this category can be the two-sided model with data interaction for inference, which may need some signaling/data interaction over the air interface to support the inference operations, such as the autoencoder.
Considering the use cases under discussion, the AI/ML approaches with this collaboration level are illustrated below:
· CSI feedback enhancement (from AI 9.2.2.2)
For the possible sub-use case of ‘Spatial-frequency domain CSI compression using two-sided AI model’, it is expected to compress and recover the CSI via an autoencoder-based AI/ML model. In this case, the compressed CSI from the encoder could be defined and supported over the current air interface.
In summary, the AI/ML approaches with this level would not only require the signaling-based collaboration for the model LCM, but also the data interaction between network and UE for inference, especially for the autoencoder-based approaches.
In general, the specification impacts would be different for the Level y0, y1 and y2 on different aspects and requirements for the AI/ML approaches.
· Level z: Signaling-based collaboration with model transfer
With model transfer, the AI/ML model can be acquired on one side via transferring from the other side. So, the model LCM should be considered to manage the AI/ML models to additionally support model transfer, and also the autoencoder with inference support. 
Thus, similarly, we propose to have two sub-levels in Level z, collaboration for model LCM and collaboration for both model LCM and inference.
· Level z1: Signaling-based collaboration for model LCM with model transfer
For the AI/ML approaches with this collaboration level, it is necessary for the specifications to enhance or design the signals to facilitate the model LCM to manage the AI/ML models, especially the one-sided model, as illustrated in Figure 4. The AI/ML approach of this category can be the one-sided model under management, which may need some signaling to support the sub functions in Figure 1, e.g., activation/deactivation and monitoring.
Different with Level y1, the signaling should support the model transfer, which needs for further study on how to transfer an AI/ML model over the air interface. 
· Level z2: Signaling-based collaboration for both model LCM and inference with model transfer
For the AI/ML approaches with this collaboration level, it is necessary for the specifications to enhance or design the signals to facilitate the model LCM and inference as illustrated in Figure 5, where the signals would be further enhanced to support the inference. The AI/ML approach of this category can be the two-sided model with data interaction for inference, which may need some signaling/data interaction to support the inference, especially the autoencoder.
Different with Level y2, the signaling should support the model transfer, which needs for further study on how to transfer an AI/ML model over the air interface.
In general, the specification impacts would be different for the Level z1 and z2 on different aspects and requirements for the AI/ML approaches, and also different with Level y1 and y2 to support model transfer as the sub function in model LCM.
The signaling-based collaboration levels between network and UE with further sub-levels are proposed and summarized in Table 1 as below.
[bookmark: _Ref110592601]Table 1 Summary of the proposed network-UE collaboration sub-levels
	Level
	Sub-level
	Data collection
	Signal collaboration for model LCM
	Signal collaboration for model inference

	
	
	
	Model acquisition
	Model monitoring/(de)-activation/updating
	

	Level x
	-
	-
	-
	-

	Level y
	Level y0
	●
	Local training
	-
	-

	
	Level y1
	○
	Local training
	●
	-

	
	Level y2
	○
	Local training
	●
	●

	Level z
	Level z1
	○
	Transfer
	●
	-

	
	Level z2
	○
	Transfer
	●
	●


-: Not supported; ●: Supported; ○: Optionally supported
[bookmark: _Toc100594399][bookmark: _Toc100594525][bookmark: _Toc100594713][bookmark: _Ref101190471]Further identify the sub-levels of network-UE collaboration levels Level x/y/z to support the main AI/ML relevant functions, i.e., data collection (Level y0), model LCM (Level y1/z1) and model inference (Level y2/z2).
Performance evaluations metrics
In RAN#109e, there were some discussions on selecting appropriate metrics for evaluating the performance of different AI/ML models [2].
One method could be to evaluate and determine a set of related KPIs for each use case separately. With this method, we may end up having different schemes for evaluation of a same metric in different use cases. So, we believe it might be better to first define a complete set of metrics that should be evaluated for a typical use case, and then, fine tune the metric for each specific use case. 
This set can be used to extend the analysis of AI models in other use cases as well.
· Inference performance
a) Inference results accuracy
This value is used to indicate the performance of an AI/ML-based approach, and such value should be stated in detail case-by-case. In some cases, it might be more relevant/meaningful to also state the effectiveness of the inference accuracy in terms of other KPIs such as throughput, BLER, etc.
b) Inference latency
This value indicate how long it takes from when we ask the model to give an output until the time it generates the output. The latency includes the time needed to prepare the input date (e.g., the time needed for sending the request to possibly another node to measure a data and feed it back) or what is the execution time of the model. The model itself may need some time to generate the output, which is, of cause, related with the model used and hardware platform.
c) Average model update rate 
If the model needs to be updated (due to changes in environment or etc.), it should be mentioned how often (on the average) this process should be performed. This rate highly affects the applicability of the proposed method in real environment.
Note: If we have a model that has a very good performance, but it needs to be updated very frequently and each time it takes a long time to update it and/or needs lots of training data to update it then it is not a good model. In this KPI we should quantify how often the update happens. In the following we have KPIs that track how long each update step takes and how data insensitive it would be. 

· Delay overhead 
a) Time required for model deployment
[bookmark: _Hlk110862818]This value is used to indicate the convergence time to make the model ready for deployment, this includes the convergence time of the initial training (relevant only if there is a fine-tuning step or training with field data), and model transfer.
b) Time required for model update
The value is used to indicate how long it takes for a model to be updated.

· Communication overhead
a) Model transfer 
That might be needed to transfer the model configuration and/or weights or parameters to the nodes that it should be executed when deployment over the air interface.
b) Inference 
The amount of communication needed to have the data needed for the inference step. This overhead is zero, if the data needed for inference is available at the same node at which inference happens. 
c) Model training/update: 
The communication overhead needed to perform model initial training/ model update including but not limited to i) due to gathering of data for re-training of the model for the new settings; ii) due to communication that might be needed for the training/re-training stage.  

· Robustness/generalization
To indicate the model sensitivity and generalization issues for more cases, including the following metrics:
a) Sensitivity
It means the sensitivity to errors in the data (input data and, in case of online training, training data) and the latency in data transfer over the network, if applicable.
Note: More important if the data need to be transferred over the network as the network may corrupt the data due to various types of noise.
b) Adaptability 
To indicate whether the model adapts to shift in data distribution which might happen due to dynamically changing network scenarios (channel statistics, traffic patterns, user density etc.). 
Adaptability, or, equivalently, generalization ability of a given AI/ML model is determined by testing the performance of AI/ML model under different possible scenarios/configurations and/or under possible changes in the statistical properties of the data. The testing for adaptability/generalizability should be across multiple different scenarios/configurations, but not limited to one scenario/configuration.
c) Scalability 
To indicate whether the model scales if the network parameters are changed (e.g., going from the 4x8 to 8x16 antenna configuration scenario).
The above discussion can be summarized in the KPI/metrics table, Table  2. 
[bookmark: _Ref100274898]Table  2. Proposed KPIs/Metrics for evaluation of an AI/ML Model
	Inference Performance
	Inference accuracy

	
	Inference latency

	
	Average model update rate (per second)

	Delay overhead
	Model deployment

	
	Model update

	Communication Overhead
	Model Transfer

	
	Inference

	
	Model training/update

	Robustness
	Sensitivity to noisy and/or delayed training and inference data

	
	Adaptability

	
	Scalability


We note that the exact definition of some of the metrics and how they should be measured and reported (average, max, worst case, etc.) may need further discussion and could be use-case dependent. Also we note that some KPIs might be not applicable to some use cases. So, the list should be fine-tuned for each use case. 
[bookmark: _Toc100774544][bookmark: _Toc100594394][bookmark: _Toc100594520][bookmark: _Toc100594708][bookmark: _Toc100774545][bookmark: _Toc101193147][bookmark: _Toc101193254][bookmark: _Toc101193406][bookmark: _Toc101193416][bookmark: _Toc110862384][bookmark: _Toc111200911][bookmark: _Toc111201048][bookmark: _Toc111201070][bookmark: _Hlk110953426]A common set of KPIs/Metrics should be defined to evaluate the performance and characteristics of a proposed AI/ML model. 
[bookmark: _Toc100594400][bookmark: _Toc100594526][bookmark: _Toc100594714][bookmark: _Ref101190455]Consider the KPIs/Metrics (if applicable) in Table 2 as a starting point for the common aspects of an evaluation methodology of a proposed AI/ML model for any of the agreed use cases.
Conclusion
In this contribution, we discussed our views on the characterization a common AI/ML framework and have the following proposals:
1. [bookmark: _Toc111200912][bookmark: _Toc111201049][bookmark: _Toc111201071]A common set of KPIs/Metrics should be defined to evaluate the performance 				and characteristics of a proposed AI/ML model. 
1. To add terminologies on model acquisition, on-line training, off-line training and model updating, into the working list of terminologies 
1. A general functional AI/ML framework is needed to facilitate the relevant discussions on the evaluations, functions and specification impacts.
1. Consider a functional framework, including three high-level AI/ML functions: data collection, model life-cycle management (LCM) and model inference with interactions with the communication modules via data pre-/post-processing. 
1. Further identify the sub-levels of network-UE collaboration levels Level x/y/z to support the main AI/ML relevant functions, i.e., data collection (Level y0), model LCM (Level y1/z1) and model inference (Level y2/z2).
1. Consider the KPIs/Metrics (if applicable) in Table 2 as a starting point for the common aspects of an evaluation methodology of a proposed AI/ML model for any of the agreed use cases.
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