[bookmark: OLE_LINK2][bookmark: OLE_LINK3][bookmark: _GoBack]3GPP TSG RAN WG1 #110										 	R1-2206466
Toulouse, France, August 22nd – 26th, 2022

[bookmark: Source][bookmark: OLE_LINK11][bookmark: OLE_LINK12]Agenda item:	9.2.1
Source:	NEC
Title:               	Discussion on general aspects of AI ML framework
[bookmark: DocumentFor]Document for:	Discussion and Decision

1 Introduction
The study of AI/ML for air-interface [1] starts with three selected use cases including CSI feedback enhancements, beam management and positioning accuracy enhancements. While the performance evaluation will be done case by case, the AI/ML framework for air-interface should be general enough to embrace the various and even future use cases. In RAN1 109e, the following agreements, conclusions and working assumptions are achieved [2]. In this contribution, we provide our views on the general aspects of AI/ML framework, including respective discussions on collaboration levels between UE and gNB, lifecycle management, online data collection, and UE capability for AI/ML processing.
	Agreement
· Use 3gpp channel models (TR 38.901) as the baseline for evaluations.
· Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models
Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.

	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model by learning the input/output relationship in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing do not assume subsequent tuning of the model.

	Online training
	TBD - need more discussion

	Offline training
	TBD - need more discussion

	On-UE training
	Online/offline training at the UE

	On-network training
	Online/offline training at the network

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	Model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Model deployment
	Delivery of a fully developed and tested model runtime image to a target UE/gNB where inference is to be performed. 

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple model exchanges, but no exchange of local data samples.



	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online (field) data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Model update
	Retraining or fine tuning of an AI/ML model, via online/offline training, to improve the model inference performance.

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data e.g., clustering is a common example of this.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.


It is FFS which subset of terminologies to capture into the TR.

Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.

Observation
Where AI/ML functionality resides depends on specific use cases and sub-use cases.

Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.
Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1.	Level x: No collaboration
2.	Level y: Signaling-based collaboration without model transfer
3.	Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 
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2.1 Discussion on collaboration level between network and UE
The required collaboration level between UE and gNB depends on applied AI/ML algorithms and use cases of interest. In RAN1 109e [2], three different collaboration levels are defined, mainly based on with/without model transfer. To our understanding, most of the use cases to be discussed in RAN1 will be categorized into level y: signalling-based collaboration without model transfer, which suggests that this definition of collaboration level may be too broad and cannot well represent the different characteristics of AI/ML models applied for different use cases. In addition, the model transfer may be higher-layer applications and not be carried out by RAN1, which makes it not the most suitable criteria to define NW-UE collaboration level.
For the selected use cases, it can be observed that at least two collaboration (sub-)levels can be studied without consideration of model transfer (e.g., for the level y).
1) One-sided AI/ML model. AI/ML models are deployed solely at gNB or at UE but exchange of assistance information is required. For example, in beam management use case, to predict future beams, AI/ML model might be deployed at gNB side and UE may need to feedback the correctness of predicted beams. This type of AI/ML operation requires relatively loose collaboration between UE and gNB. 
2) Two-sided AI/ML model. AI/ML models are split into multiple parts and both gNB and UE are involved in training the AI/ML model. For example, in the CSI feedback enhancement use case, to reduce CSI feedback overhead, autoencoder-like AI/ML model based compression and recovery can be applied, where UE is the encoder, gNB is the decoder and a joint AI/ML model training and a joint AI/ML model inference are expected. This type of AI/ML operation requires tight collaboration between UE and gNB since intermediate data (e.g., compressed CSI/PMI) needs to be exchanged.
Proposal 1: Support to define network-UE collaboration levels based on one-sided AI/ML model or two-sided AI/ML model.

2.2 Discussion on lifecycle management
It is obvious that none of AI/ML models can provide perfectly accurate prediction and none of AI/ML models can adapt all the situations. From RAN1 perspective, studies are needed to identity how to switch the applied AI/ML models and possibly how to update a subset of parameters of a trained AI/ML model. For AI/ML model performance feedback, methods should be identified to support the monitoring of AI/ML model performance and the required feedback signalling. 
In general, to assess AI/ML model performance, comparisons between AI/ML inference and the ‘ground truth’ are needed. However, one reasonable assumption is that a reduced version of reference signals and correspondingly a reduced version of measurement and reports will be applied during the model inference stage, which may cause difficulties to obtain the ‘ground truth’. For example, in a compressed CSI feedback use case, there might be no original CSI report during model inference stage. Another example, in a beam selection use case, with less BM RS transmitted in the model inference stage, there might be no chance to measure the real optimal beam. Therefore, studies are needed to identify methods to compare the model inference results and the real-world results, for example, by also configuring periodic measurement and report without AI/ML during model inference stage.
[bookmark: OLE_LINK174][bookmark: OLE_LINK175]Proposal 2: Study the methods to monitor AI/ML model performance by comparing model inference and real measurement.
In the process of model monitoring, when the model performance (e.g., error, accuracy of model inference) is detected to deteriorate, it may be essential to perform model updating. For example, UE or gNB can optimize the existing model in combination with the latest local or field data (e.g., fine-tuning). Optionally, UE or gNB can switch to another model (e.g., better generalization but lower inference performance). Specifically, the first method requires longer processing delay, but the performance of the updated model may be better. For the second method, although the performance of the new model switched may not be as good as that of the optimized model, it can save the delay of model updating (e.g., fine-tuning). But multiple models may need to be allocated to the target case in advance for the second method. In addition, there may be other potential methods to achieve model updating. Therefore, the reasonable methods on model updating should be studied to ensure normal model inference and the updating of AI/ML model should cause as less interruption of AI/ML model inference as possible
Proposal 3: Study the methods to update AI/ML model with minimum interruptions of AI/ML model inference. 
2.3 Discussion on online data collections
It is agreed that in Rel-18 study phase 3GPP models will be used for generating date samples AI/ML model training and model inference for performance evaluation. In addition, considering the robustness and transferring ability of trained AI/ML models, there are open discussions about whether real-world field data is needed for datasets constructions, e.g., to enable model-driven plus data-driven AI/ML training. However, obvious difficulties exist such as how to collect field data and how to calibrate field data among companies.
It is our understanding that link-level and system-level simulation results assuming 3GPP model might be sufficient to prove that the performance of AI/ML algorithms is superior. However, it is not sufficient to develop good AI/ML models for practical use. Online training, or at least online tuning should be considered. Therefore, methods to include real-world data into datasets for AI/ML model training, particularly the testing dataset, should be also studied.
At least two methods can be considered for dataset construction for online AI/ML model training, one is to collect measurement and reported data via legacy BM framework, CSI framework and positioning framework, the other is to adopt Generative Adversarial Networks (GAN)-like data sample generation and to validate the generated data sample by measurement and reporting via air-interface. Studies are needed to identify whether the legacy CSI/BM/positioning framework can provide methods for online data collection.
Proposal 4: Study the methods of field data collection for online AI/ML model training.
Proposal 5: Study whether and how the legacy CSI framework, BM framework and positioning framework can provide sufficient data for model training and model inference.

2.4 Discussion on AI/ML model deployed at UE
Either the network or the UE can be the node deploying AI/ML models. For two-sided model, both are required to carry out some AI/ML operations. UE capability of conducting AI/ML operations is obviously bounded by its implemented hardware, software and power consumption and so on. It is also possible that the AI/ML computation capability is shared among AI/ML for air-interface and AI/ML for other non-communication functions. Excessive AI/ML computations may drain UE battery and also cause the overheating issues on the device and therefore degrade the communication performance. 
Observation 1: For UE supporting AI/ML operation, its capability is limited, and excessive AI/ML computations may drain UE battery and cause overheating issue.
As discussed above, AI/ML models for different use cases may be implemented simultaneously on the same UE. For example, it is nature for a MIMO UE to support both AI/ML models for CSI and for BM. Studies are needed to assign the limited AI/ML capability to different use cases. For example, AI/ML processing units (APUs) can be used to reflect UE capability on AI/ML operations. UE could report the supported number of APUs via capability reporting. Each AI/ML model may occupy different number of APUs depending the size of AI/ML model and the total number of APUs occupied simultaneously cannot exceed the UE supported maximum number.
Proposal 6: Introduce AI/ML processing units (APUs) to reflect UE capability of AI/ML operations.

3 Conclusion
In this contribution, we provided our views on Rel-18 study on AI/ML for air-interface, and we have the following observations and proposals:
Observation 1: For UE supporting AI/ML operation, its capability is limited, and excessive AI/ML computations may drain UE battery and cause overheating issue.
Proposal 1: Support to define network-UE collaboration levels based on one-sided AI/ML model or two-sided AI/ML model.
Proposal 2: Study the methods to monitor AI/ML model performance by comparing model inference and real measurement.
Proposal 3: Study the methods to update AI/ML model with minimum interruptions of AI/ML model inference. 
Proposal 4: Study the methods of field data collection for online AI/ML model training.
Proposal 5: Study whether and how the legacy CSI framework, BM framework and positioning framework can provide sufficient data for model training and model inference.
Proposal 6: Introduce AI/ML processing units (APUs) to reflect UE capability of AI/ML operations.
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