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1. [bookmark: _Ref521334010]Introduction
In RAN#94 e-meeting, AI/ML for NR Air Interface was approved in the SID [1]. The initial set of use cases are given below but other objectives are omitted here.
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.

Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 
…


In RAN1#109 e-meeting, the following simulation assumptions were agreed [2]. 
	Agreement
The IIoT indoor factory (InF) scenario is a prioritized scenario for evaluation of AI/ML based positioning. 

Agreement
For evaluation of AI/ML based positioning, at least the InF-DH sub-scenario is prioritized in the InF deployment scenario for FR1 and FR2.

Agreement
For InF-DH channel, the prioritized clutter parameters {density, height, size} are:
· {60%, 6m, 2m};
· {40%, 2m, 2m}. 
· Note: an individual company may treat {40%, 2m, 2m} as optional in their evaluation considering their specific AI/ML design.

Agreement
For evaluation of AI/ML based positioning, reuse the common scenario parameters defined in Table 6-1 of TR 38.857.

Agreement
For evaluation of InF-DH scenario, the parameters are modified from TR 38.857 Table 6.1-1 as shown in the table below.
· The parameters in the table are applicable to InF-DH at least. If another InF sub-scenario is prioritized in addition to InF-DH, some parameters in the table below may be updated.
Parameters common to InF scenario (Modified from TR 38.857 Table 6.1-1)
	 
	FR1 Specific Values 
	FR2 Specific Values

	Channel model
	InF-DH
	InF-DH

	Layout 
	Hall size
	InF-DH: 
[bookmark: OLE_LINK1][bookmark: OLE_LINK2](baseline) 120x60 m
(optional) 300x150 m

	
	BS locations
	18 BSs on a square lattice with spacing D, located D/2 from the walls.
-	for the small hall (L=120m x W=60m): D=20m
-	for the big hall (L=300m x W=150m): D=50m

[image: ]

	
	Room height
	10m

	Total gNB TX power, dBm
	24dBm
	24dBm
EIRP should not exceed 58 dBm

	gNB antenna configuration
	(M, N, P, Mg, Ng) = (4, 4, 2, 1, 1), dH=dV=0.5λ – Note 1
Note: Other gNB antenna configurations are not precluded for evaluation
	(M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), dH=dV=0.5λ – Note 1
One TXRU per polarization per panel is assumed

	gNB antenna radiation pattern
	Single sector – Note 1
	3-sector antenna configuration – Note 1

	Penetration loss
	0dB

	Number of floors
	1

	UE horizontal drop procedure
	Uniformly distributed over the horizontal evaluation area for obtaining the CDF values for positioning accuracy, The evaluation area should be selected from
- the convex hull of the horizontal BS deployment.
- the whole hall area if the CDF values for positioning accuracy is obtained from whole hall area. 
FFS: which of the above should be baseline.
FFS: if an optional evaluation area is needed

	UE antenna height
	Baseline: 1.5m
(Optional): uniformly distributed within [0.5, X2]m, where X2 = 2m for scenario 1(InF-SH) and X2=[image: ][image: ] for scenario 2 (InF-DH)  
FFS: if the optional UE antenna height is needed

	UE mobility
	3km/h 

	Min gNB-UE distance (2D), m
	0m

	gNB antenna height
	Baseline: 8m
(Optional): two fixed heights, either {4, 8} m, or {max(4,[image: ][image: ]), 8}.
FFS: if the optional gNB antenna height is needed

	Clutter parameters: {density [image: ][image: ], height [image: ][image: ],size [image: ][image: ]}
	High clutter density:
- {40%, 2m, 2m} 
- {60%, 6m, 2m}
· Note: an individual company may treat {40%, 2m, 2m} as optional in their evaluation considering their specific AI/ML design.


	Note 1:	According to Table A.2.1-7 in TR 38.802



Agreement
For AI/ML-based positioning evaluation, the baseline performance to compare against is that of existing Rel-16/Rel-17 positioning methods.
· As a starting point, each participating company report the specific existing positioning method (e.g., DL-TDOA, Multi-RTT) used as comparison.

Agreement
For all scenarios and use cases, the main KPI is the CDF percentiles of horizonal accuracy.
· Companies can optionally report vertical accuracy.

Agreement
The CDF percentiles to analyse are: {50%, 67%, 80%, 90%}.
· 90% is the baseline. {50%, 67% 80%} are optional.

Agreement
Target positioning requirements for horizonal accuracy and vertical accuracy are not defined for AI/ML-based positioning evaluation.

Agreement
For evaluation of AI/ML based positioning, the KPI include the model complexity and computational complexity.
· FFS: the details of model complexity and computational complexity

Agreement
Synthetic dataset generated according to the statistical channel models in TR38.901 is used for model training, validation, and testing.

Agreement
The dataset is generated by a system level simulator based on 3GPP simulation methodology.

Agreement
As a starting point, the training, validation and testing dataset are from the same large-scale and small-scale propagation parameters setting. Subsequent evaluation can study the performance when the training dataset and testing dataset are from different settings.

Agreement
For AI/ML-based positioning evaluation, RAN1 does not attempt to define any common AI/ML model as a baseline.
Agreement
The entry “UE horizontal drop procedure” in the simulation parameter table for InF is updated to the following.
	UE horizontal drop procedure
	Uniformly distributed over the horizontal evaluation area for obtaining the CDF values for positioning accuracy, The evaluation area should be selected from
- (baseline) the whole hall area, and the CDF values for positioning accuracy is obtained from whole hall area.
- (optional) the convex hull of the horizontal BS deployment, and the CDF values for positioning accuracy is obtained from the convex hull.


 
Agreement
The entries “UE antenna height” and “gNB antenna height” in the simulation parameter table for InF is updated to the following.
	UE antenna height
	Baseline: 1.5m
(Optional): uniformly distributed within [0.5, X2]m, where X2 = 2m for scenario 1(InF-SH) and X2=[image: ../../../../../../../Users/cmcc/AppData/Roaming/Foxmail7/Temp-9192-20220519203036/Attach/image003(05-20-17-49-42).png] for scenario 2 (InF-DH) 

	…
	…

	gNB antenna height
	Baseline: 8m
(Optional): two fixed heights, either {4, 8} m, or {max(4,[image: ../../../../../../../Users/cmcc/AppData/Roaming/Foxmail7/Temp-9192-20220519203036/Attach/image003(05-20-17-49-42).png]), 8}.


 
Agreement
If spatial consistency is enabled for the evaluation, companies model at least one of: large scale parameters, small scale parameters and absolute time of arrival, where
· the large scale parameters are according to Section 7.5 of TR 38.901 and correlation distance = [image: ../../../../../../../Users/cmcc/AppData/Roaming/Foxmail7/Temp-9192-20220519203036/Attach/image005(05-20-17-49-42).png] for InF (Section 7.6.3.1 of TR 38.901)
· the small scale parameters are according to Section 7.6.3.1 of TR 38.901
· the absolute time of arrival is according to Section 7.6.9 of TR 38.901
 
Agreement
If spatial consistency is enabled for the evaluation of AI/ML based positioning, the baseline evaluation does not incorporate spatially consistent UT/BS mobility modelling (Section 7.6.3.2 of TR 38.901).
-         It is optional to implement spatially consistent UT/BS mobility modelling (Section 7.6.3.2 of TR 38.901).
 
Agreement
For evaluation of AI/ML based positioning, companies are encouraged to evaluate the model generalization.
· FFS: the metrics for evaluating the model generalization (e.g., model performance based on agreed KPIs under different settings)
 
Agreement
Companies are encouraged to provide evaluation results for:
· Direct AI/ML positioning
· Companies are encouraged to describe at least the following implementation details for the evaluation
· details of the channel observation used as the input of the AI/ML model inference (e.g., type and size of model input), model input acquisition and pre-processing
· AI/ML assisted positioning
· Companies are encouraged to describe at least the following implementation details for the evaluation
· details of the channel observation used as the input of the AI/ML model inference (e.g., type and size of model input), model input acquisition and pre-processing
· details of the output of the AI/ML model inference, how the AI/ML model output is used to obtain the UE’s location
 
Agreement
When reporting evaluation results with direct AI/ML positioning and/or AI/ML assisted positioning, proponent company is expected to describe if a one-sided model or a two-sided model is used.
· If one-sided model (i.e., UE-side model or network-side model), the proponent company report which side the model inference is performed (e.g. UE, network), and any details specific to the side that performs the AI/ML model inference.
· If two-sided model, the proponent company report which side (e.g., UE, network) performs the first part of interference, and which side (e.g., network, UE) performs the remaining part of the inference.
 
Agreement
For evaluation of AI/ML based positioning, the computational complexity can be reported via the metric of floating point operations (FLOPs).
· Note: For AI/ML assisted methods, computational complexity for the AI/ML model is only one component of the overall complexity for estimating the UE’s location.
· Note: Other metrics to measure the computational complexity are not precluded.
 
Agreement
For evaluation of AI/ML based positioning, details of the training dataset generation are to be reported by proponent company. The report may include (in addition to other selected settings, if applicable):
· The size of training dataset, for example, the total number of UEs in the evaluation area for generating training dataset;
· The distribution of UE location for generating the training dataset may be one of the following:
· Option 1: grid distribution, i.e., one training data is collected at the center of one small square grid, where, for example, the width of the square grid can be 0.25/0.5/1.0 m.
· Option 2: uniform distribution, i.e., the UE location is randomly and uniformly distributed in the evaluation area. 


In this document, we share our views on evaluation on AI/ML-based positioning.
2. Discussion
2.1. Methodology 
The common evaluation methodology to all sub use cases is discussed in our companion paper [3]. When some traditional function of the wireless network is replaced by AI/ML-based module, the output of the AI/ML module can be evaluated from functional point of view. We denote such evaluation as ‘intermediate evaluation’. The output of AI/ML module will be utilized in signal processing procedure to acquire the final results, which can be denoted as ‘eventual evaluation’.
[bookmark: OLE_LINK37][bookmark: OLE_LINK38][bookmark: OLE_LINK35][bookmark: OLE_LINK36]Positioning use case focuses on positioning accuracy enhancement for different scenarios including heavy NLOS conditions. In our companion paper [4], it is considered that AI/ML model is used to directly output UE’s position, estimate timing and/or angle of measurement and identify LOS/NLOS in Rel-18.
· For directly estimating UE’s position based on AI/ML model, UE position is inferred without intermediate ToA/AoA/AoD estimation. Thus AI/ML module is evaluated by the final positioning accuracy which is an AI/ML-based ‘eventual evaluation’. 
· [bookmark: OLE_LINK23][bookmark: OLE_LINK24][bookmark: OLE_LINK16][bookmark: OLE_LINK17]For estimating timing and/or angle of measurement based on AI/ML model, traditional algorithms can be replaced by AI/ML module for ToA/AoA/AoD estimation. The AI/ML-based ToA/AoA/AoD estimation can be evaluated by its output, i.e., ‘intermediate evaluation’. The AI/ML-based ToA/AoA/AoD estimation is also used to acquire the final UE position, i.e., ‘eventual evaluation’. 
· [bookmark: OLE_LINK27][bookmark: OLE_LINK28]For identifying LOS/NLOS identification based on AI/ML model, AI/ML module is used to replace these typical solutions to identify LOS/NLOS. The AI/ML-based LOS/NLOS identification can be evaluated by its output, i.e., ‘intermediate evaluation’. The identified LOS/NLOS is also utilized to acquire the final UE position, i.e., ‘eventual evaluation’.
Based on the analysis above, we have the following proposal:
Proposal 1: For AI/ML-based positioning, the evaluation methodology is as follows:
· For directly estimating UE’s position based on AI/ML model, consider evaluating the positioning accuracy as eventual evaluation.
· For estimating timing and/or angle of measurement based on AI/ML model, consider evaluating the result of ToA/AoA/AoD estimation as intermediate evaluation, and evaluating the positioning accuracy as eventual evaluation.
· For identifying LOS/NLOS identification based on AI/ML model, consider evaluating the LOS/NLOS identification as intermediate evaluation, and evaluating the positioning accuracy as eventual evaluation.

2.2. KPI
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]The AI-specific KPIs are discussed in our companion paper [3], e.g. size of AI model, computation complexity & latency, generalization ability and overhead of exchanging AI-specific signaling. In addition, the KPIs for AI/ML-based positioning should be taken into consideration. For AI/ML models with different output types, the KPIs are different. For directly estimating UE’s position based on AI/ML model, the KPI is positioning accuracy (e.g. 90% CDF percentiles of horizontal accuracy). For estimating timing and/or angle of measurement based on AI/ML model, the KPIs include intermediate KPI and eventual KPI, which are the accuracy of estimated measurement results (e.g. error of ToA/AoA/AoD) and the positioning accuracy. For identifying LOS/NLOS identification based on AI/ML model, the intermediate KPI is correct rate of identified LOS/NLOS and the final KPI are positioning accuracy. 
[bookmark: OLE_LINK18][bookmark: OLE_LINK19]Proposal 2: For AI/ML-based positioning, in addition to AI-specific KPIs, the following KPIs are considered:
· Eventual KPI: Positioning accuracy, (e.g. 90% CDF percentiles of horizontal accuracy)
· Intermediate KPI: The accuracy of intermediate measurement results (e.g. error of ToA/AoA/AoD) if estimating timing and/or angle of measurement based on AI/ML model is applied.
· Intermediate KPI: The correct rate of LOS/NLOS identification if identifying LOS/NLOS identification based on AI/ML model is applied.

2.3. Simulation assumptions
In RAN1#109-e meeting, the common scenario parameters defined in Table 6-1 of TR 38.857 and some parameters of InF-DH scenario were agreed to evaluate the AI/ML-based positioning. In our simulations, the simulation assumptions are shown in Annex, and the dataset is generated by a system level simulator based on 3GPP simulation methodology. In particular, the assumptions of network synchronization in different simulations are different, i.e., perfect network synchronization and network synchronization with a truncated Gaussian distribution of 50 ns are assumed respectively in section 2.4.1, and perfect network synchronization is assumed in section 2.4.2.
2.4. Simulation results
We provide some simulation results of direct positioning based on AI/ML model in this section.
2.4.1. [bookmark: _Ref110965761]One-sided model
The AI/ML model for estimating UE’s position is a classical ResNet model. The details of this model are shown in Figure 1. The input of this AI/ML model is CIR, and the size of CIR is [18, 256, 2]. And the output of this AI/ML model is UE’s horizontal positon (x, y). In this simulation, both cases of perfect network synchronization and network synchronization with a truncated Gaussian distribution of 50 ns are investigated. This AI/ML model can be regarded as a one-sided model, and thus the AI/ML model inference may be performed at UE side or LMF side. When inference is performed at UE side, the UE may utilize the DL-PRS CIR and an AI/ML model to estimate the UE’s position directly. When this model is deployed at LMF side, the UE needs to transfer the DL-PRS CIR to LMF for AI/ML model inference.


[bookmark: _Ref110964288]Figure 1: One-sided AI/ML model based on ResNet
The simulation results of one-sided model for estimating UE’s position are provided in Figure 2. For perfect network synchronization, the performance is 0.42m@90% of CDF percentile of horizontal accuracy. For network synchronization with a truncated Gaussian distribution of 50 ns, the performance is 2.25m@90% of CDF percentile of horizontal accuracy. Obviously, when the network synchronization errors between TRPs are considered, the positioning accuracy will be degraded. However, the horizontal performance of AI/ML-based positioning with 50 ns synchronization error still significantly outperforms that of Rel-16 positioning methods with 50 ns synchronization error, which is about 10m@90% in average in TR 38.857.
[image: res18]  [image: res18drop1RTE]
(a) Perfect network synchronization            (b) Network synchronization with 50 ns synchronization error
[bookmark: _Ref110965308]Figure 2: CDF of horizontal accuracy of one-sided model
Observation 1: For directly estimating UE’s positioning based on one-sided AI/ML model, the horizontal accuracy is 0.42m@90% if perfect network synchronization is assumed, and the horizontal accuracy is 2.25m@90% if network synchronization with a truncated Gaussian distribution of 50 ns is assumed.
2.4.2. [bookmark: _Ref110959265]Two-sided model
As the discussion in our companion paper [4], when AI/ML model is deployed at LMF side to estimate UE’s position, a possible solution of one-sided model is that UE obtains DL-PRS channel observations and transfer these channel observations to LMF for AI/ML model inference. However, the resource overhead of transferring the DL-PRS channel observations may be large. In this case, an AI/ML model can be adopted to compress the DL-PRS channel observations at UE side, and the compressed channel observations will be used as the input of the AI/ML model at LMF side. This two-sided model may be beneficial in resource overhead for transferring the compressed channel observations.
The two-sided model for estimating UE’s position is shown in Figure 3. The input of this AI/ML model is CIR, and the size of CIR is [18, 256, 2]. And the output of this AI/ML model is UE’s positon (x, y). In this simulation, perfect network synchronization is assumed. This two-sided model can be divided into two parts, and one part of AI/ML model in the red dashed frame is deployed at UE side for compressing CIR, and the CIR is compressed from 18*256*2 to 3*16*64. The remaining part of AI/ML model in the blue dashed frame is deployed at LMF side for estimating UE’s position. 


[bookmark: _Ref110968472]Figure 3: Two-sided AI/ML model based on ResNet
The simulation results of two-sided model for estimating UE’s position are provided in Figure 4, and the CDF percentile of horizontal accuracy is 0.78m@90%. Compared to horizontal accuracy of one-sided model with perfect network synchronization assumption in Figure 2, the positioning accuracy of two-sided model is slightly degraded, but the resource overhead for transmitting compressed CIR is one third of the original CIR.
[image: res18compress]
[bookmark: _Ref110969365]Figure 4: CDF of horizontal accuracy of two-sided model
[bookmark: _GoBack]Observation 2: For two-sided model, the horizontal accuracy is degraded to 0.78m@90%, but the resource overhead for transmitting compressed CIR is one third of the original CIR.
Proposal 3: For AI/ML-based positioning, two-sided model is supported to be further studied.
3. Conclusions
In this contribution, we provided our views on AI/ML for positioning. We have the following observations and proposals:
Observation 1: For directly estimating UE’s positioning based on one-sided AI/ML model, the horizontal accuracy is 0.42m@90% if perfect network synchronization is assumed, and the horizontal accuracy is 2.25m@90% if network synchronization with a truncated Gaussian distribution of 50 ns is assumed.
Observation 2: For two-sided model, the horizontal accuracy is degraded to 0.78m@90%, but the resource overhead for transmitting compressed CIR is one third of the original CIR.
Proposal 1: For AI/ML-based positioning, the evaluation methodology is as follows:
· For directly estimating UE’s position based on AI/ML model, consider evaluating the positioning accuracy as eventual evaluation.
· For estimating timing and/or angle of measurement based on AI/ML model, consider evaluating the result of ToA/AoA/AoD estimation as intermediate evaluation, and evaluating the positioning accuracy as eventual evaluation.
· For identifying LOS/NLOS identification based on AI/ML model, consider evaluating the LOS/NLOS identification as intermediate evaluation, and evaluating the positioning accuracy as eventual evaluation.
Proposal 2: For AI/ML-based positioning, in addition to AI-specific KPIs, the following KPIs are considered:
· Eventual KPI: Positioning accuracy, (e.g. 90% CDF percentiles of horizontal accuracy)
· Intermediate KPI: The accuracy of intermediate measurement results (e.g. error of ToA/AoA/AoD) if estimating timing and/or angle of measurement based on AI/ML model is applied.
· Intermediate KPI: The correct rate of LOS/NLOS identification if identifying LOS/NLOS identification based on AI/ML model is applied.
Proposal 3: For AI/ML-based positioning, two-sided model is supported to be further studied.
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5. [bookmark: _Ref110961941]Annex
Table 1: Simulation assumptions in our simulation
	Parameters
	Values

	Scenario
	1nF-DH

	Hall size
	120x60 m

	Total gNB TX power, dBm
	24 dBm

	gNB antenna configuration
	(M, N, P, Mg, Ng) = (4, 4, 2, 1, 1), 
dH=dV=0.5λ 

	Penetration loss
	0 dB

	Number of floors
	1

	UE horizontal drop procedure
	Uniformly distributed over the horizontal evaluation area for obtaining the CDF values for positioning accuracy, The evaluation area is selected from the whole hall area, and the CDF values for positioning accuracy is obtained from whole hall area.

	UE antenna height
	Baseline: 1.5 m

	Min gNB-UE distance(2D), m
	0 m

	gNB antenna height
	Baseline: 8 m

	Clutter parameters: {density [image: ][image: ], height [image: ][image: ],size [image: ][image: ]}
	High clutter density: {60%, 6 m, 2 m}

	Carrier frequency, GHz 
	3.5 GHz

	Bandwidth, MHz
	100 MHz

	Subcarrier spacing, kHz
	30 kHz for 100 MHz 

	Distribution of UE location
	Uniform distribution

	Network synchronization
	(1) Perfect network synchronization in section 2.4.1 and section 2.4.2, 
(2) Network synchronization with a truncated Gaussian distribution of 50 ns in section 2.4.1

	CIR
	256 complex values 

	Data sets
	Training data: Testing data = 98% : 2%
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