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1. [bookmark: _Ref521334010]Introduction
In RAN #109 e-meeting, the following agreements were made for sub use case on AI/ML for beam management [1]:
	Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range
Agreement
Regarding the sub use case BM-Case2, the measurement results of K (K>=1) latest measurement instances are used for AI/ML model input:
· The value of K is up to companies
Agreement 
Regarding the sub use case BM-Case2, AI/ML model output should be F predictions for F future time instances, where each prediction is for each time instance. 
· At least F = 1
· The other value(s) of F is up to companies
Agreement 
For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side
Agreement 
For the sub use case BM-Case2, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side


In this contribution, sub use cases for AI/ML based beam management and potential spec impacts are analyzed.
2. Discussion
2.1. Sub use cases
1. 
2. 
2.1 
BM-Case 1
During the last meeting, for BM-Case1, whether AI/ML inference and training is at NW side, UE side or both sides has been discussed. Finally, it’s agreed that AI/ML inference can be at either NW side or UE side. However, companies could not reach a conclusion for AI/ML training. The AI/ML training can be divided into online training and offline training. In our companion contribution, the definition of online training and offline training is discussed [2]. For online training, the AI/ML model training process that is performed based on newly-collected data in real-time or near-real-time. For offline training, the AI/ML model training process that is performed based on collected data in non-real-time. Thus, regardless of online or offline training, the AI/ML model can be trained at NW or UE side. Both sides can be considered for further studied.
Proposal 1: For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML training at NW side;
· Alt.2: AI/ML training at UE side.
There was another discussion on whether inference and training should be at the same side during the last meeting. Thus, there are 4 options can be further discussed:
· Option1: AI/ML training and inference at NW side;
· Option2: AI/ML training and inference at UE side;
· Option3: AI/ML training at NW side and inference at UE side;
· Option4: AI/ML training at UE side and inference at NW side.
Option1 and Option2 are more reasonable and can protect the model proprietary for NW and UE side. For Option3, it has some benefits for the UE that has no AI training burden compared with Option2. Option2 and Option3 can save the resource for transmission feedback information, e.g., L1-RSRP, CIR or UE position related assistance information, during inference stage compared with Option1. However, for Option4, if UE transfers the trained AI/ML model to NW side, NW needs to conduct different AI/ML model for different UEs. It’s too complex for NW to operate and store so many AI/ML models. Thus, there is no benefit for Option4 compared with other options. Based on the above analysis, Option1, Option2 and Option3 can be further studied.  
Proposal 2: For the sub use case BM-Case1, consider following options for further study:
· Option1: AI/ML training and inference at NW side;
· Option2: AI/ML training and inference at UE side;
· Option3: AI/ML training at NW side and inference at UE side.
In the last meeting, it’s concluded that there are two alternatives for BM-Case1 [1]. 
	Conclusion: 
For the sub use case BM-Case1, consider the following alternatives for further study:
· Alt.1: Set B is a subset of Set A
o   FFS: the number of beams in Set A and B
o   FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.2: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
o   FFS: the number of beams in Set A and B
o   FFS: QCL relation between beams in Set A and beams in Set B
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The narrow and wide beam terminology is for SI discussion only and have no specification impact
· Note3: The codebook constructions of Set A and Set B can be clarified by the companies.


For Alt.1, the Set B is a subset of Set A, which means using the DL beam measurement of Set B to predict the best beam in Set A. The number of beams in Set B is smaller than Set A. According to our evaluation results, the performance of fixed pattern is better than random pattern [3]. However, the performance of fixed pattern highly depends on the implementation of beams and the training dataset, i.e., the beam measurement results of Set B. In reality, how to select the fixed pattern for training and inference should be further studied. Thus, random pattern may also be considered due to simple implementation in reality.
Proposal 3: For the Alt.1 of sub use case BM-Case1, i.e., Set B is a subset of Set A, both fixed pattern and random pattern can be further studied to determine Set B out of the beams in Set A.
· FFS: How to select the fixed pattern in reality.
For Alt.2, Set A and Set B are different, e.g. Set A consists of narrow beams and Set B consists of wide beams. Thus, the number of beams in Set B is also smaller than Set A. The relationship between beams in Set A and Set B has been discussed during the last meeting. Some companies proposed that there is no need of physical relationship between beams in Set A and Set B. The AI/ML model is intelligent enough to learn some relationship between beams in Set A and Set B. However, if beams in Set A and Set B have different directions, i.e., no relationship, a UE in the coverage of beams in Set A cannot accurately measure the beams in Set B. Thus, the prediction the best beam in Set A based on the measurement in Set B using AI/ML model cannot be accuracy. The performance will be degraded.
Proposal 4: For the Alt.2 of sub use case BM-Case1, i.e., Set A and Set B are different, some relationship is needed between beams in Set A and Set B. 
· For example, the beams in Set A and Set B cover the similar area.
For the sub use case BM-Case1, the AI/ML inputs were discussed during the last meeting and the following conclusion was achieved [1]. 
	Conclusion:
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
·  Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.


In our simulation, we simulate several alternatives and compare their performance [3]. Based on the simulation results, the input of L1-RSRP measurement based on Set B with fixed pattern has the best performance. When fixed pattern is applied as input, additional DL Tx and/or Rx beam ID input cannot improve the performance compared with only L1-RSRP measurement input. Some assistance information, e.g., beam related information and UE position information, may be useful for predication accuracy, which can be further studied.
Only using L1-RSRP measurement based on Set B as AI/ML inputs has the benefit of saving feedback resources, when AI/ML training or inference at NW side. Using CIR based on Set B as AI/ML inputs will occupy more UL feedback resources than using L1-RSRP measurement without significant performance improvement. Thus, based on our simulation results, for AI/ML input for the sub use case BM-Case1, we have the following proposal.
Proposal 5: For the sub use case BM-Case1, the following alternatives can be considered for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B;
· Alt.2: L1-RSRP measurement based on Set B and assistance information.
The AI/ML outputs also were discussed for the sub use case BM-Case1 during the last meeting and the following proposal was made in the FL email discussion [4].
	Proposal 2-4d: Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the predicted Top-N1 DL Tx and/or Rx beams 
· FFS: how to select Top-N1 DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold.)  
· Alt.2: Tx and/or Rx Beam ID(s) of the predicted Top-N1 DL Tx and/or Rx beams and other information 
· FFS: other information (e.g., probability for the beam to be the best beam, an updated set B)
· Alt.3: The predicted RSRP corresponding to the Tx and/or Rx beam direction which is input to the model.
· Alt.4: Tx and/or Rx Beam angle(s) and the predicted L1-RSRP (optional) of the predicted Top-N1 DL Tx and/or Rx beams
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N1 is up to each company. 


Regarding to the legacy beam management procedure without AI/ML, UE can be configured to feedback the beam ID and L1-RSRP of the Top-N beams, which N is equal to 1, 2, 3 or 4. The beam ID is indicated by using SSBRI or CRI. Thus we prefer to align with the legacy beam management procedure, i.e., the AI/ML outputs include the beam ID and L1-RSRP of the predicted Top-N beams, which is Alt.1 in above Proposal 2-4d. For Alt.2, the other information may be useful for NW scheduling. Therefore, Alt.2 can be further studied. For Alt.3 and Alt.4, the beam ID already can reflect the Tx beam direction and angle from NW point of view and the Rx beam is up to UE implementation. Thus, there is no need to output Tx and/or Rx beam direction(s) and angle(s).
Proposal 6: For the sub use case BM-Case1, the AI/ML outputs at least include:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the predicted Top-N1 DL Tx and/or Rx beams;
· Both Top-N1 L1-RSRP and/or Top-N1 sum probability of being the best beams can be used to select Top-N1 DL Tx and/or Rx beams;
· Tx and Rx Beam ID(s) is indicated by using SSBRI or CRI;
· Values of N1 can be 1, 2, 3 or 4.
· Alt.2: Tx and/or Rx Beam ID(s) of the predicted Top-N1 DL Tx and/or Rx beams and other information.
· FFS: other information (e.g., probability for the beam to be the best beam, an updated set B).
BM-Case 2
During the last meeting, for BM-Case2, whether AI/ML inference and training is at NW side or UE side has been discussed. Finally, similar with BM-Case1, it’s also agreed that AI/ML inference can be at NW side or UE side. For AI/ML training, similar with BM-Case1, AI/ML training can be considered at NW or UE side. Our view on whether inference and training should be at the same side is also the same as BM-Case1.
Proposal 7: For the sub use case BM-Case2, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML training at NW side;
· Alt.2: AI/ML training at UE side.
Proposal 8: For the sub use case BM-Case2, consider following options for further study:
· Option1: AI/ML training and inference at NW side;
· Option2: AI/ML training and inference at UE side;
· Option3: AI/ML training at NW side and inference at UE side.
During the last meeting, the alternatives for BM-Case2 have been discussed and the following conclusion was achieved [1]. 
	Conclusion
For the sub use case BM-Case2, further study the following alternatives with potential down-selection:
· Alt.1: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· FFS: QCL relation between beams in Set A and beams in Set B
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.3: Set A and Set B are the same
· Note1: Predicted beam(s) are selected from Set A and measured beams used as input are selected from Set B.
· Note2: It is up to companies to provide other alternative(s)
· Note3: The narrow and wide beam terminology is for SI discussion only and have no specification impact


For BM-Case2, the main aim is to simulate the performance on temporal DL beam prediction. Alt.3 only focuses on temporal DL beam prediction. However, if AI/ML model inference is at NW side, the Alt.3 needs UE to feedback historic measurement results among all of Tx and Rx beam pairs. The reporting overhead is very large. If AI/ML model inference is at UE side, gNB needs to configure UE to measure all of Tx and Rx beam pairs in historic measurement, which will also cause large RS consumption. Alt.1 and Alt.2 are more realizable method for temporal DL beam prediction. Thus, we are open for all alternatives for BM-Case2.
Proposal 9: For the sub use case BM-Case2, all of the following alternatives can be further studied:
· Alt.1: Set A and Set B are different;
· Alt.2: Set B is a subset of Set A;
· Alt.3: Set A and Set B are the same.
· Note: Predicted beam(s) are selected from Set A and measured beams used as input are selected from Set B.
For the sub use case BM-Case2, the AI/ML inputs were discussed during the last meeting and the following conclusion was achieved [1].
	Conclusion 
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx  beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam pointing angles beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.


Similar with BM-Case1, only using L1-RSRP measurement based on Set B as AI/ML inputs has the benefit on saving the feedback resources, when AI/ML training or inference at NW side. Additionally including assistance information as inputs may improve the performance. Thus, for AI/ML inputs for the sub use case BM-Case2, we have the following proposal.
Proposal 10: For the sub use case BM-Case2, the following alternatives can be considered for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B;
· Alt.2: L1-RSRP measurement based on Set B and assistance information.
The AI/ML outputs also were discussed for the sub use case BM-Case2 during the last meeting and the following proposal was made in the FL email discussion [4].
	Proposal 3-5c: Regarding the sub use case BM-Case2, further study the following alternatives for AI/ML output (one prediction for a future time instance) with potential down-selection:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the predicted Top-N2 DL Tx and/or Rx beams 
· FFS: how to select Top-N1 DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold.)
· Alt.2: Tx and/or Rx Beam ID(s) of the predicted Top-N2 DL Tx and/or Rx beams 
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence) 
· Alt.3: Tx and/or Rx Beam angle(s) and/or and the predicted L1-RSRP of the predicted Top-N2 DL Tx and/or Rx beams
· Alt.4: The predicted RSRP corresponding to the expected Tx and/or Rx beam direction and expected timing occasions which are input to the model.
· Alt.5: Tx and/or Rx Beam ID(s) and the corresponding beam application time/dwelling time
· Alt.6: Predicted Beam failure and the corresponding Tx beam ID(s)
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose


Similar with BM-Case1, for AI/ML outputs, we prefer to align with the legacy beam management procedure, i.e., the AI/ML outputs include the beam ID and L1-RSRP of the predicted Top-N beams, which is Alt.1 in above Proposal 3-5c. For Alt.2, the other information may be useful for NW scheduling. Therefore, Alt.2 can be further studied. For Alt.3 and Alt.4, the beam ID already can reflect the Tx beam direction and angle from NW point of view and the Rx beam is up to UE implementation. Thus, there is no need to output Tx and/or Rx beam direction(s) and angle(s). For Alt.5 and Alt.6, the beam application time and predicted beam failure may be useful for beam-based mobility enhancement, which can be further studied.
Proposal 11: For the sub use case BM-Case2, the AI/ML outputs at least include:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the predicted Top-N2 DL Tx and/or Rx beams;
· Both Top-N2 L1-RSRP and/or Top-N2 sum probability of being the best beams can be used to select Top-N2 DL Tx and/or Rx beams;
· Tx and Rx Beam ID(s) is indicated by using SSBRI or CRI;
· Values of N2 can be 1, 2, 3 or 4.
· Alt.2: Tx and/or Rx Beam ID(s) of the predicted Top-N2 DL Tx and/or Rx beams;
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence).
· Alt.5: Tx and/or Rx Beam ID(s) and the corresponding beam application time/dwelling time;
· Alt.6: Predicted Beam failure and the corresponding Tx beam ID(s).

Other BM-Cases
During the last meeting, other sub use cases for beam management have been discussed and following sub use cases were listed in the FL email discussion [4].
	· BM-Case3: Beam prediction for higher frequency band (e.g., a band in FR2) based on measurement results of lower frequency band(s) (e.g., a band in FR1) 
· BM-Case4: Beam prediction based on UE positioning/trajectory 
· BM-Case6: Spatial-domain UL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case7: beam measurement feedback compression
· BM-Case8: Parameter optimization to improve performance of multi-beam system
· BM-Case9: Joint DL/UL beam pair link prediction


For BM-Case3, the predicted beam(s) of Set A and measured beams of Set B are in different FR. This scenario is not valid, since the corresponding antennas for Set A and Set B will be very different and no any relationship between Set A and Set B. Although the AI/ML model is intelligent to learn some relationship between beams in Set A and Set B, the predication accuracy will be degraded due to the different antennas.
Observation 1: The predication accuracy is degraded due to the different antennas between higher frequency band (e.g., a band in FR2) and lower frequency band(s) (e.g., a band in FR1).
For BM-Case4, beam prediction is based on UE positioning/trajectory. We think the beam prediction cannot be only based on UE positioning/trajectory information. The L1-RSRP is one of mandatory inputs for AI/ML model. Thus if considering UE positioning/trajectory information together with L1-RSRP as AI/ML model inputs, the BM-Case4 has already been studied in BM-Case1 and BM-Case2.
Observation 2: The UE positioning/trajectory information should be together with L1-RSRP as AI/ML model inputs for beam prediction.
The BM-Case6 focuses on the UL beam prediction. However, the UL beam prediction belongs to NW implementation. If AI/ML model training or inference is at NW side, gNB can measure the SRS of UE UL Tx beam to predict the best beam pair of UL Tx beam and Rx beam. The SRS resources can be configured by gNB. Moreover, the AI/ML model training or inference cannot be deployed at UE side, since gNB cannot send the SRS measurement result to UE. Thus, there is no spec impact on UL beam prediction.
Observation 3: There is no spec impact on spatial-domain UL beam prediction for Set A of beams based on measurement results of Set B of beams.
For BM-Case7, if the UE only needs to report L1-RSRP to assist the AI/ML mode training or inference at NW side, compression is not needed since the payload of measurement feedback should be very small. If the UE needs to report CIR or other assistance information, e.g., UE position information, the use case for measurement feedback compression can be studied. However, the beam measurement feedback compression is similar with the use case of CSI feedback compression. Thus, we prefer to firstly study the use case of CSI feedback compression. Then, we can reuse similar conclusion for the beam measurement feedback compression.
Observation 4: The beam measurement feedback compression is similar with the use case of CSI feedback compression.
For BM-Case8, some parameters can be optimized to improve performance of multi-beam system by using AI/ML technology, e.g., beam-based mobility enhancement. This use case is important but has higher complexity. Thus, this use case can be with lower priority than BM-Case1 and BM-Case2. In this release, we prefer to firstly study the BM-Case1 and BM-Case2. Then if TU is sufficient, we can further study how to optimize the parameters to improve performance of multi-beam system.
Observation 5: Parameter optimization to improve performance of multi-beam system, e.g., beam-based mobility enhancement, is important but has higher complexity.
For BM-Case9, the DL and UL beam pair can be jointly predicted. The only way to implement the joint prediction is AI/ML model training and inference at NW side, since gNB cannot send the SRS measurement to UE. As our discussion above, the UL beam prediction belongs to NW implementation. Thus, whether to perform joint prediction for the DL and UL beam pair depends on NW side. The spec impact is the same with DL beam predication, i.e., BM-Case1 and BM-Case2.
Observation 6: The spec impact of joint DL/UL beam pair link prediction is the same with BM-Case1 and BM-Case2.
Based on the above observations, the proposals for other sub use cases for beam management are made as following:
Proposal 12: For AI/ML-based beam management, the following sub use cases are deprioritized:
· BM-Case3: Beam prediction for higher frequency band (e.g., a band in FR2) based on measurement results of lower frequency band(s) (e.g., a band in FR1);
· BM-Case6: Spatial-domain UL beam prediction for Set A of beams based on measurement results of Set B of beams;
· BM-Case8: Parameter optimization to improve performance of multi-beam system;
· BM-Case9: Joint DL/UL beam pair link prediction.
[bookmark: _GoBack]Proposal 13: For AI/ML-based beam management, BM-Case4, i.e., beam prediction based on UE positioning/trajectory, can be studied together with BM-Case1 and BM-Case2.
Proposal 14: For AI/ML-based beam management, BM-Case7, i.e., beam measurement feedback compression, can be studied similarly with the use case of CSI feedback compression.

2.2. Spec impacts
In general, we have the following consideration regarding to the spec impact on AI/ML-based beam management.
For AI model management, signaling and procedure of AI model training, updating, switch and fallback need to be specified, except for the case of no collaboration between UE and the network.
For AI model synchronization and beam reporting:
· In case of no collaboration between UE and the network, no spec impact is expected.
· In case AI/ML model is deployed in at least one side (especially at UE side) and known by the other side, spec impact may include:
· Interface of AI model, i.e. relationship between measured RS and reported information;
· New procedure for RS measurement and reporting;
· Signaling and procedure on exchanging non-AI-related assistance information;
· Signaling and procedure on exchanging AI-related assistance information;
Potential spec impacts for AI/ML based beam management are summarized as follows: 
Proposal 15: The following spec impact of AI/ML based beam management can be considered:
· Signaling/procedure of AI model training/updating/fallback;
· Interface of AI model, i.e. relationship between measured RS and reported information;
· New procedure for RS measurement and reporting;
· Signaling/procedure design on exchanging AI-related/non-AI-related assistance information.

Conclusion
In this contribution, the sub use cases for beam management and related spec impacts are discussed. The observations and proposals are summarized as follows:
Observation 1: The predication accuracy is degraded due to the different antennas between higher frequency band (e.g., a band in FR2) and lower frequency band(s) (e.g., a band in FR1).
Observation 2: The UE positioning/trajectory information should be together with L1-RSRP as AI/ML model inputs for beam prediction.
Observation 3: There is no spec impact on spatial-domain UL beam prediction for Set A of beams based on measurement results of Set B of beams.
Observation 4: The beam measurement feedback compression is similar with the use case of CSI feedback compression.
Observation 5: Parameter optimization to improve performance of multi-beam system, e.g., beam-based mobility enhancement, is important but has higher complexity.
Observation 6: The spec impact of joint DL/UL beam pair link prediction is the same with BM-Case1 and BM-Case2.

Proposal 1: For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML training at NW side;
· Alt.2: AI/ML training at UE side.
Proposal 2: For the sub use case BM-Case1, consider following options for further study:
· Option1: AI/ML training and inference at NW side;
· Option2: AI/ML training and inference at UE side;
· Option3: AI/ML training at NW side and inference at UE side.
Proposal 3: For the Alt.1 of sub use case BM-Case1, i.e., Set B is a subset of Set A, both fixed pattern and random pattern can be further studied to determine Set B out of the beams in Set A. 
· FFS: How to select the fixed pattern in reality.
Proposal 4: For the Alt.2 of sub use case BM-Case1, i.e., Set A and Set B are different, some relationship is needed between beams in Set A and Set B. 
· For example, the beams in Set A and Set B cover the similar area.
Proposal 5: For the sub use case BM-Case1, the following alternatives can be considered for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B;
· Alt.2: L1-RSRP measurement based on Set B and assistance information.
Proposal 6: For the sub use case BM-Case1, the AI/ML outputs at least include:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the predicted Top-N1 DL Tx and/or Rx beams;
· Both Top-N1 L1-RSRP and/or Top-N1 sum probability of being the best beams can be used to select Top-N1 DL Tx and/or Rx beams;
· Tx and Rx Beam ID(s) is indicated by using SSBRI or CRI;
· Values of N1 can be 1, 2, 3 or 4.
· Alt.2: Tx and/or Rx Beam ID(s) of the predicted Top-N1 DL Tx and/or Rx beams and other information.
· FFS: other information (e.g., probability for the beam to be the best beam, an updated set B).
Proposal 7: For the sub use case BM-Case2, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML training at NW side;
· Alt.2: AI/ML training at UE side.
Proposal 8: For the sub use case BM-Case2, consider following options for further study:
· Option1: AI/ML training and inference at NW side;
· Option2: AI/ML training and inference at UE side;
· Option3: AI/ML training at NW side and inference at UE side.
Proposal 9: For the sub use case BM-Case2, all of the following alternatives can be further studied:
· Alt.1: Set A and Set B are different;
· Alt.2: Set B is a subset of Set A;
· Alt.3: Set A and Set B are the same.
· Note: Predicted beam(s) are selected from Set A and measured beams used as input are selected from Set B.
Proposal 10: For the sub use case BM-Case2, the following alternatives can be considered for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B;
· Alt.2: L1-RSRP measurement based on Set B and assistance information.
Proposal 11: For the sub use case BM-Case2, the AI/ML outputs at least include:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the predicted Top-N2 DL Tx and/or Rx beams;
· Both Top-N2 L1-RSRP and/or Top-N2 sum probability of being the best beams can be used to select Top-N2 DL Tx and/or Rx beams;
· Tx and Rx Beam ID(s) is indicated by using SSBRI or CRI;
· Values of N2 can be 1, 2, 3 or 4.
· Alt.2: Tx and/or Rx Beam ID(s) of the predicted Top-N2 DL Tx and/or Rx beams;
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence).
· Alt.5: Tx and/or Rx Beam ID(s) and the corresponding beam application time/dwelling time;
· Alt.6: Predicted Beam failure and the corresponding Tx beam ID(s).
Proposal 12: For AI/ML-based beam management, the following sub use cases are deprioritized:
· BM-Case3: Beam prediction for higher frequency band (e.g., a band in FR2) based on measurement results of lower frequency band(s) (e.g., a band in FR1);
· BM-Case6: Spatial-domain UL beam prediction for Set A of beams based on measurement results of Set B of beams;
· BM-Case8: Parameter optimization to improve performance of multi-beam system;
· BM-Case9: Joint DL/UL beam pair link prediction.
Proposal 13: For AI/ML-based beam management, BM-Case4, i.e., beam prediction based on UE positioning/trajectory, can be studied together with BM-Case1 and BM-Case2.
Proposal 14: For AI/ML-based beam management, BM-Case7, i.e., beam measurement feedback compression, can be studied similarly with the use case of CSI feedback compression.
Proposal 15: The following spec impact of AI/ML based beam management can be considered:
· Signaling/procedure of AI model training/updating/fallback;
· Interface of AI model, i.e. relationship between measured RS and reported information;
· New procedure for RS measurement and reporting;
· Signaling/procedure design on exchanging AI-related/non-AI-related assistance information.
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