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1. Introduction
In RAN#94-e meeting, new study item on AI/ML for NR Air Interface was approved [1]. A set of issues for the evaluation of the AI/ML-based CSI feedback enhancements are discussed in RAN1#109-e [2]. 
To evaluate performance benefits of AI/ML based algorithms for CSI feedback enhancement use case, the following contents need to be discussed:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.
Most of the contents have been determined after email discussions and have been agreed as potential proposals. However, there are still some uncertain problems need to be discussed including channel estimation, generalization, intermediate and capability/complexity related KPI. 
In this paper, we discuss generic issues on the evaluation methodology such as generic evaluation methodology, source to generate the dataset, calibration, metrics and generalization.  

2. Evaluation methodology and KPIs
2.1 Generic evaluation methodology
In RAN#109-e meeting, it has been unanimously agreed that: 
· System level simulation approach is adopted as baseline and link level simulation is optionally adopted. 
· Baseline SLS EVM table is achieved, with most parameters determined. 
· Baseline LLS EVM table is achieved, aligned with SLS EVM table with some different parameters of, e.g., channel models/UE speeds, etc. 
For frequency range, we support to select R17 as baseline for performance evaluation: 2GHz with duplexing gap of 200MHz between DL and UL, optional for 4GHz. There are two reasons: the FDD system is mostly arranged in the frequency band of 2GHz, and we need to make a specific gap value for comparison of simulation results. So, for the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, Rel17 EVM could be selected as baseline for performance evaluation. 
Proposal #1: For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, Rel17 EVM could be selected as baseline for performance evaluation.
For channel estimation, we support to select realistic channel estimation as baseline and select ideal channel estimation as optional because the former method is closer to the realistic scenario. 
Proposal #2: For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, realistic channel estimation could be selected as channel estimation method and ideal channel estimation as optional.
As for the baseline for performance evaluation, we think that it can be adopted as the baseline for performance and overhead evaluation, because the latest Rel-17 eTypeII Codebook has higher performance and lower overhead than others. (Type I Codebook can be considered at least for performance evaluation)
Proposal #3: For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, Rel-17 eTypeII Codebook could be selected as the ‘Baseline for performance evaluation’.
In the initial study, setting too many groups of parameters is unreasonable and consumes computing resources, which is not convenient for preliminary experiment comparison. Therefore, we suggest a principle of parameter configuration: fit parameter configuration in the mostly actual simulation and reduce the control groups as many as possible.
Proposal #4: Parameter configuration could follow the principles of common and simplification. 

2.2 Dataset & Calibration
In RAN#109-e meeting, for the evaluation of the AI/ML based CSI feedback enhancement, the dataset for AI/ML training/validation/testing is generated by TR 38.901 channel models as a starting point. However, how to generate the dataset from field test needs the company to give a detailed description in their actual simulations. For the calibration purpose on the dataset and/or AI/ML model over companies, consider to align the parameters (e.g., for scenarios/channels) for generating the dataset in the simulation as a starting point. Sharing the dataset to public for cross check/calibration over companies is of great benefit to simulation and model verification. 
[bookmark: _Hlk111025497]We consider that for the calibration purpose on the dataset it is necessary to use the same dataset for AI/ML testing including both synthetic dataset from TR38.901 and authentic dataset from field. It needs to be discussed whether a company or several companies jointly lead the generation of datasets. Regarding the channel model used to generate the testing dataset, we select UMi or UMa for system level simulation (SLS) and CDL-C for link level simulation (LLS). Companies can generate the dataset for AI/ML training/validation by themselves with detailed description in their simulations. 
 Proposal #5: Suggest to use the same dataset for testing including both the synthetic dataset from TR38.901 and the authentic dataset from field. 

2.3 Metrics
[bookmark: _Hlk110870344]For the evaluation of the AI/ML based CSI feedback enhancement, three categories of metrics for performance evaluation are agreed in RAN#109e-meeting:
· Intermediate KPIs (e.g. GCS/SGCS, MSE/NMSE) for the purpose of AI/ML solution comparison. 
· Eventual KPIs (e.g. throughput and overhead). 
· Capability/complexity related KPIs (e.g. AI/ML memory storage in terms of AI/ML model size and number of AI/ML parameters, floating point operations (FLOPs)). 
As mentioned by some companies in the last meeting, we think that the GCS is more beneficial on reflecting the relationship between vectors, so would be a good option for eigenvector compression. MSE/NMSE may be beneficial for matrix compression. 
For GCS/SGCS, there are 3 methods for rank>1 cases, i.e., average over all layers, weighted average over all layers and separately calculated for each layer. We hold that take the second one as the baseline is more appropriate because it better reflects the relationship between eigenvalues and channel quality. As the eigenvalue becomes larger, the corresponding channel quality becomes better. 
· Method 1: Average over all layers
· Note:  is the eigenvector of the target CSI at resource unit i and K is the rank.  is the  output vector of the output CSI of resource unit i.  is the total number of resource units.  denotes the average operation over multiple samples.

· Method 2: Weighted average over all layers
· Method 3: GCS/SGCS is separately calculated for each layer (e.g., for K layers, K GCS/SGCS values are derived respectively, and comparison is performed per layer)
Proposal #6: For GCS/SGCS considering rank>1 cases, weighted average over all layers could be taken as the performance KPIs baseline. 
[bookmark: _Hlk111025430]For GCS/SGCS adopted as the intermediate KPI as part of the ‘Evaluation Metric’, further down-selection between GCS and SGCS should be discussed. We think that SGCS has a clearer gap among different AI/ML model than GCS in the high-performance level due to its square operation.

Note:  is the target CSI of resource unit i, and  is the output CSI of resource unit i.  is the total number of resource units.  denotes the average operation over multiple samples.

Proposal #7: SGCS could be adopted as performance KPIs for evaluation for CSI compression. 
AI/ML memory storage in terms of AI/ML model size and number of AI/ML parameters is adopted as part of the ‘Evaluation Metric’ in last meeting. To characterize the model complexity, we propose to use the open-source model operation counter ‘THOP’, which can calculate the number of AI/ML model parameters and multiply accumulation (kMAC/pixel). The basic usage is shown as follows.
[image: ]
[bookmark: _Hlk111025214]Proposal #8: Suggest to consider model parameters and model complexity with specified calculation method as the model evaluation metric.

[bookmark: _GoBack]2.4 Generalization
Using the same dataset statistics for training, validation, and testing would cripple the generalization performance. It would be beneficial to study the trade-off between scenario-specific and generalization if the performances of the scenario-specific AI/ML model and the generalized AI/ML model can be evaluated. In RAN#109e-meeting, generalization performance has been studied. A general principle is provided that companies to report details, including scenarios/configurations for training and testing/inference. 
For the verification of the generalization under the AI/ML based CSI feedback enhancement, we support to align the set of configuration(s)/scenario(s) for testing/ inference in the EVM, but it’s unnecessary for training and validation. On one hand, companies need to discuss and determine an open mixed dataset from multiple configurations/scenarios for testing. On the other hand, companies can select to test the model on separate multiple scenarios datasets or test the model on a mixed multiple scenarios dataset. We think that how to consider the configuration(s)/scenario(s) for the open mixed dataset needs to be discussed. In addition, training and validation dataset can be configured and reported by companies in order to study the model with generalization and innovation.
Proposal #9: Suggest to align the configuration/scenario settings for testing/inference in the EVM. Discuss and determine an open mixed dataset from multiple configurations/scenarios for testing.
Proposal #10: Encourage companies to develop their own training/validation dataset and AI/ML model with generalization and innovation. 

3. Conclusion
In this paper, the evaluation on AI/ML-based CSI feedback enhancement is discussed and reported. 
We have the following proposals:
Proposal #1: For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, Rel17 EVM could be selected as baseline for performance evaluation.
Proposal #2: For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, realistic channel estimation could be selected as channel estimation method and ideal channel estimation as optional.
Proposal #3: For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, Rel-17 eTypeII Codebook could be selected as the ‘Baseline for performance evaluation’.
Proposal #4: Parameter configuration could follow the principles of common and simplification. 
Proposal #5: Suggest to use the same dataset for testing including both the synthetic dataset from TR38.901 and the authentic dataset from field. 
Proposal #6: For GCS/SGCS considering rank>1 cases, weighted average over all layers could be taken as the performance KPIs baseline. 
Proposal #7: SGCS could be adopted as performance KPIs for evaluation for CSI compression. 
Proposal #8: Suggest to consider model parameters and model complexity with specified calculation method as the model evaluation metric.
Proposal #9: Suggest to align the configuration/scenario settings for testing/inference in the EVM. Discuss and determine an open mixed dataset from multiple configurations/scenarios for testing.
Proposal #10: Encourage companies to develop their own training/validation dataset and AI/ML model with generalization and innovation. 
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from torchvision.models import resnet5e0
from thop import profile
model = resnet50()

input = torch.randn(1, 3, 224, 224)
macs, params = profile(model, inputs=(input, ))





