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Introduction
The SID [1] of artificial intelligent (AI) and machine learning (ML) for NR air interface was agreed in RAN#94e meeting. The initial set of use cases including beam management was selected as followings
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1]
As other aspects of AI/ML beam management, we discuss the potential sub use cases for AI/ML beam management.
Discussion
The general use case of beam management can be categorized into the following sub use cases as clearly noted in the SID. 
· Beam prediction in spatial domain for overhead/latency reduction
· Beam prediction in time domain for overhead/latency reduction
· Beam selection accuracy improvement
Representative sub use cases on AI/ML beam management 
In RAN1#109e, the very 1st agreement was achieved to establish the spatial and temporal domain beam prediction as BM-Case1 and BM-Case2. In either spatial domain or temporal domain, these two sub use cases can be deemed as representative. 
Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range

Since there are still a lot of depending issues, further studies and numerous assistance information for both BM-Case1 and BM-Case2. It is reasonable to assign high priority for further studying these two for beam management. 
Proposal 1: Study BM-Case1 and BM-Case2 as representative sub use case with high priority.
Spatial domain beam prediction (BM-Case1)
In our observation, the beam prediction in spatial domain was the most widely considered and discussed in the pre-Rel.18 phase. To have more concrete understanding, it is illustrated in Figure 1 where up to 64 Tx beams at NW and 4 Rx beams per panel at UE are deployed. The purpose is to reduce the overhead and latency associated with conventional beam sweeping procedures at FR2. 


Figure 1 [bookmark: _Ref101169651]: Only a subset of DL beams measured among all DL beams
Beam prediction in spatial domain can be carried out in two phases. The 1st phase is the training phase in which the implemented neural network (NN) collects data (a subset of measured beam pairs), label (beam pair index(es) with highest metric, e.g. L1-RSRP), then gets trained and verified/tested. The 2nd phase can be called as the inference or prediction in the sub use case. Only a subset of beam pairs (highlighted as yellow in Figure 1) is actually measured and/or reported as input to the NN, then the out of the NN is the predicted best Top-K Tx beam(s) or beam pair(s) and the corresponding performance metric. Note that by mentioning the “beam pair”, we would like to clarify that it includes information of both Tx beam and Rx beam.


Figure 2 [bookmark: _Ref101880856]: Illustration of beam prediction in spatial domain
In our view, this sub use case can be referred as a super-resolution problem as depicted in Figure 2. In our evaluation [2], classic deep neural network (DNN), a.k.a. full-connection model could be applicable to fulfill the prediction function. Thanks to the simplicity and computation-friendly feature of the DNN model, the beam prediction in spatial domain can be a good starting point to evaluate the benefits of AI/ML approach over traditional scheme.
In RAN1#109e, BM-Case1 was supported with a few aspects under further study. First, as mentioned in the following agreement, we would like to discuss where to carry out the inference. 
Agreement 
For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side

If the trained model can be deployed at UE side, UE measures partial DL Tx beams and/or Rx beams (i.e. Set B), predicts best Top-K beams with the aid of AI/ML model and reports it to NW. As a consequence, the standard impact of deploying the model at UE side during inference phase would be minimum.
If the trained model is deployed at NW side, the measurements on Set B should be reported from UE to NW. Then the model deployed at NW infers the best Top-K beams. Currently, one beam reporting instance can only support up to 4 Tx beams associated with L1-RSRP/L1-SINR. Hence if the size of Set B is greatly larger than 4, e.g. 16 or 32 beam pairs, UE reporting mechanism should be enhanced for this specific sub use case. 
Observation 1: For BM-Case1, deploying AI/ML inference at UE side can avoid beam reporting on Set B, therefore resulting in minimum standard impact.
In RAN1#109e, the following conclusion was reached to further study the relation between Set B and Set A for BM-Case1. From our evaluation [5], Set B (32 beam pairs) is a subset of Set A (128 beam pairs). If the beam pairs in Set B are carefully selected from Set A, the beam pattern in spatial domain can be captured by NN model anyway via offline training. Moreover, if Set B is selected, then it would be good to apply the fixed pattern (fixed Set B rather than randomly changing Set B) for NN to carry out inference. 
Conclusion: 
For the sub use case BM-Case1, consider the following alternatives for further study:
· Alt.1: Set B is a subset of Set A
o   FFS: the number of beams in Set A and B
o   FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.2: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
o   FFS: the number of beams in Set A and B
o   FFS: QCL relation between beams in Set A and beams in Set B
o   FFS: construction of Set B (e.g., regular pre-defined codebook, codebook other than regular pre-defined one)
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The narrow and wide beam terminology is for SI discussion only and have no specification impact
· Note3: The codebook constructions of Set A and Set B can be clarified by the companies.

Proposal 2: For BM-Case1, Set B can be a subset of Set A with fixed pattern.
The inputs of AI/ML model for BM-Case1 was discussed as in following conclusion. 3 out of the 4 alternatives include L1-RSRP measurement based on Set B, whereas the other one (i.e. Alt.3) includes CIR.  
Conclusion 
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
·  Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.

One issue is whether DL Tx and/or Rx beam ID should be input to NN model. It can be input in either explicit or implicit way. For explicit method, these beam IDs are designed as part of inputs, along with L1-RSRP. As for implicit method, only L1-RSRP are input, but always with the same order as beam IDs. Hence, we think whether/how the beam IDs are input should be discussed and clarified. 
Proposal 3: For BM-Case1, whether/how the DL Tx and/or Rx beam IDs are input should be clarified.
To sort the assistance information as input, we understand some of them relates to analog beam implementation at both sides, e.g. Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, and some information may trigger proprietary concern at UE side, e.g. UE position information, UE direction information, UE orientation information, etc. Hence, we intend to reuse the beam reporting content in NR, e.g. L1-RSRP and its beam index, which surely has no issues of exposing beamforming implementation and proprietary information. 
Proposal 4: For the assistance information of BM-Case1, suggest to
· Justify the performance benefits if assistance information applied
· Study whether assistance information would expose beamforming implementation and proprietary information at any side
In RAN1#109e, the output of AI/ML model for BM-Case1 was discussed, but unfortunately there was no conclusion yet. From our evaluation, we think the AI/ML should at least output the predicted Top-K beam IDs and their corresponding L1-RSRP values. 
Proposal 5: For the output of AI/ML model for BM-Case1, suggest to include at least 
· Tx and/or Rx Beam ID(s)
· The predicted L1-RSRP of the predicted Top-K DL Tx and/or Rx beams
Temporal domain beam prediction (BM-Case2)
To illustrate our understanding, the AI/ML beam prediction in time domain is depicted as in Figure 3 in which UE mobility with trajectory on road is expected. Similarly, time domain beam prediction can be operated in two phases as well, i.e. training phase and inference (prediction) phase. 
During training phase, multiple sequential measurements in time domain are collected as inputs to the NN. The labels can be marked by best beams in sequence for a few of time instances. With such data set, NN can be trained and verified/tested. Afterwards, with the inputs of the past K time instances of beam information, NN predicts the best beam(s) for the forthcoming instances with performance metric (e.g. L1-RSRP) in time domain.
[image: ]
Figure 3 [bookmark: _Ref101338405]: beam prediction in time domain considering UE mobility
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Figure 4 : BM-Case2 with K = 4 measurement instances and F = 4 prediction instances
The merit of time domain beam prediction is to avoid or reduce the frequent beam measurement, reporting and indication when UE travels across multiple DL beams coverage or even from cell to cell (inter-cell mobility). Therefore, the overhead and latency in time domain can be reduced accordingly.
In RAN1#109e, the following agreement was reached to further study where to carry out temporal domain beam prediction. In our evaluation [5], we adopt the same Set B and Set A where contains 128 beam pairs (32 Tx beams and 4 Rx beams). If the model (normally RNN model, e.g. LSTM for temporal domain inference) needs as many inputs as 128 beam pairs, then apparently huge beam reporting overhead can be expected. 
Agreement 
For the sub use case BM-Case2, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side

Observation 2: For BM-Case2, deploying AI/ML inference at UE side seems reasonable, otherwise (inference at NW side) there could be overwhelming beam reporting on Set B.
To show the performance benefits of temporal domain beam prediction, we adopt the same Set A and Set B in our evaluation. If Set A is a subset of Set B, it may also involve beam prediction in spatial domain as well, therefore resulting in spatial and temporal domain beam prediction. To have an easy analysis, we suggest to split these two domains for further study. And of course, in practical/deployment, spatial and temporal domain can be jointly applied. 
Conclusion
For the sub use case BM-Case2, further study the following alternatives with potential down-selection:
· Alt.1: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· FFS: QCL relation between beams in Set A and beams in Set B
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.3: Set A and Set B are the same
· Note1: Predicted beam(s) are selected from Set A and measured beams used as input are selected from Set B.
· Note2: It is up to companies to provide other alternative(s)
· Note3: The narrow and wide beam terminology is for SI discussion only and have no specification impact

Proposal 6: For BM-Case2, Set B and Set A can be the same.
As for input of BM-Case2, given the achieved agreement below, we would like repeat our view which is same for BM-Case1. 
Conclusion 
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx  beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam pointing angles beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.

Proposal 7: For BM-Case2, whether/how the DL Tx and/or Rx beam IDs are input should be clarified.
For assistance information, there were considerable types of information to be further studied, even including the typical positioning information. Our suggestion on assistance information at current stage hold for both BM-Case1 and BM-Case2 as well. 
Proposal 8: For assistance information of BM-Case2, suggest to
· Justify the performance benefits when assistance information input to model
· Study whether assistance information would expose beamforming implementation and proprietary information at any side
In RAN1#109e, the output of AI/ML model for BM-Case2 was discussed, but unfortunately there was no conclusion yet. From our evaluation, we think the AI/ML should at least output the predicted Top-K beam IDs and their corresponding L1-RSRP values for the upcoming F time instances. 
Proposal 9: For the output of AI/ML model for BM-Case2, suggest to include
· Tx and/or Rx Beam ID(s) for F time instances
· The predicted L1-RSRPs of the predicted Top-K DL Tx and/or Rx beams for F time instances
Other aspects for further study
Generalization 
In our evaluation, we realized that for both BM-Case1 and BM-Case2, the AI/ML models are trained in homogeneous environment, e.g. the same setting of DL Tx beamforming at cell level and the same setting of DL Rx beamforming at UE level. In reality, as we expected different cell from NW side may have different DL coverage with different number and different pattern of beams. This can be addressed by cell-specific AI/ML model. From UE’s perspective, different UEs from high end to low end may deploy different antenna panels and Rx beams. It seems cell-specific AI/ML model cannot solve this issue directly.
Proposal 10: Study the generalization of AI/ML model for beam prediction for heterogeneous environments and settings.
Performance monitoring
As we evaluated the BM-Case1 and BM-Case2, there could be up to 20% of cases that beam prediction is incorrect when compared with the genie-aided best beam. This beam prediction inaccuracy itself cannot be predicted by NW or UE. It is necessary to monitor the performance in terms of L1-RSRP error, beam prediction accuracy, etc. One simple way to monitoring the performance is to compare with legacy beam measurement and reporting. Once the model performance is worse than a pre-defined threshold or let’s say it’s not worthy to adopt the AI/ML model compared with fallback scheme (non-AI legacy beam management schemes in Rel.15/16/17), then there should be mechanism for NR system to either switch AI/ML model (to a better one) or disable such function. 
Proposal 11: Study the performance monitoring mechanism of AI/ML model for beam prediction.
Conclusion
In this section, allow us to repeat our observations and proposals
Observation 1: For BM-Case1, deploying AI/ML inference at UE side can avoid beam reporting on Set B, therefore resulting in minimum standard impact.
Observation 2: For BM-Case2, deploying AI/ML inference at UE side seems reasonable, otherwise (inference at NW side) there could be overwhelming beam reporting on Set B.
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Proposal 1: Study BM-Case1 and BM-Case2 as representative sub use case with high priority.
Proposal 2: For BM-Case1, Set B can be a subset of Set A with fixed pattern.
Proposal 3: For BM-Case1, whether/how the DL Tx and/or Rx beam IDs are input should be clarified.
Proposal 4: For the assistance information of BM-Case1, suggest to
· Justify the performance benefits if assistance information applied
· Study whether assistance information would expose beamforming implementation and proprietary information at any side
Proposal 5: For the output of AI/ML model for BM-Case1, suggest to include at least 
· Tx and/or Rx Beam ID(s)
· The predicted L1-RSRP of the predicted Top-K DL Tx and/or Rx beams
Proposal 6: For BM-Case2, Set B and Set A can be the same.
Proposal 7: For BM-Case2, whether/how the DL Tx and/or Rx beam IDs are input should be clarified.
Proposal 8: For assistance information of BM-Case2, suggest to
· Justify the performance benefits when assistance information input to model
· Study whether assistance information would expose beamforming implementation and proprietary information at any side
Proposal 9: For the output of AI/ML model for BM-Case2, suggest to include
· Tx and/or Rx Beam ID(s) for F time instances
· The predicted L1-RSRPs of the predicted Top-K DL Tx and/or Rx beams for F time instances
Proposal 10: Study the generalization of AI/ML model for beam prediction for heterogeneous environments and settings.
Proposal 11: Study the performance monitoring mechanism of AI/ML model for beam prediction.
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