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Introduction
[bookmark: _Hlk30969022]In 3GPP RAN#94e meeting, a new study item (SI) on AI/ML for NR air interface in Rel-18 [1] was agreed and according to the SID, the study will focus on the general framework, evaluations for three typical use cases and other aspects relate to specification impacts. 
	Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels


In RAN1#109e meeting, there were intensive discussions on the typical use cases and the potential spec impact, e.g. finalize representative sub use cases for CSI feedback enhancement and discussions on training collaboration, configuration and content for encoder/decoder input/output, training procedure, etc. Some agreement on sub use cases and other aspects of AI/ML for CSI feedback enhancement were made as below [2]:
	Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 

Conclusion
· Further discuss temporal-spatial-frequency domain CSI compression using two-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss improving the CSI accuracy based on traditional codebook design using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss CSI prediction using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss CSI-RS configuration and overhead reduction as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss resource allocation and scheduling as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss joint CSI prediction and compression as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion. 



 In this contribution, we will continue to discuss the use case of AI-based CSI enhancement, with the focus on sub use cases and the corresponding impact on NR. 
Discussion
[bookmark: _Hlk110953705]Finalize representative sub use cases for CSI feedback enhancement
In RAN1#109e meeting, the auto-encoder based spatial-frequency domain CSI compression have been identified as a representative sub use case for further evaluation. For the other sub use cases, e.g. CSI prediction, temporal-spatial-frequency domain CSI compression, and CSI accuracy improvement by AI schemes at gNB/UE side only, different companies seem still have different views on them. More discussions and analyses would be needed until majority companies agree on a new representative sub use case. 
In[3], 4 principles have been proposed on how to select a sub use case(s), i.e.
1. Potential performance gain. 
(need preliminary evaluation results, e.g. the performance gain obtained by CSI prediction or by gNB/UE side only CSI enhancement, with detailed evaluation assumption and solid results)
2. Feasible evaluation methodology and valid training data set.  
3. Reasonable non-AI/ML-based baseline for performance gain analysis.
4. Potential specification impacts.
For some use cases, it may not be necessary to fully meet the above four conditions, but for CSI, we think that the screening of sub use cases needs to meet all the above conditions to be considered as an effective sub use case.
Proposal 1: The screening of CSI sub use cases needs to meet all the following conditions:
1. Potential performance gain.
2. Feasible evaluation methodology and valid training data set.  
3. Reasonable non-AI/ML-based baseline for performance gain analysis.
4. Potential specification impacts.
Proposal 2: CSI compression(AE based Spatial-frequency domain CSI compression) should be given the high priority on evaluation and specification impact consideration. Other sub use cases, e.g. CSI prediction, CSI compression in temporal-spatial-frequency domain, or at gNB/UE side only could be given a lower priority until common understanding have been made
Potential specification impact
2.2.1 Different aspects of engineering an AI application
For an AI/ML study, usually two different stages are discussed, i.e. training and inference. But when we consider an AI/ML solution with engineering needs and potential commercial use, especially within 3GPP scope, more fundamental issues should be clarified, e.g whether the AI/ML model deployment would be a bottleneck, and how to do the model management to guarantee the AI/ML performance gain. Therefore, we propose to divide the whole picture into four aspects, i.e. training / deployment / inference / management. Although these aspects may influence each other, we believe that it is beneficial to discuss them separately to identify necessary new needs and problems, so as to ensure the progress of the whole research. For the convenience of follow-up discussion, here we give our understanding of the phase of training, deployment, inference and management.
Training – The training procedure is to obtain a new AI/ML model. It starts from data collection and end up with an AI/ML model well trained and delivered to a given node, e.g. UE or gNB. 
For training, the potential protocol impact is mainly concentrated at the entrance, i.e. the data preparation, and the training output, i.e. the model transfer. Additionally, some training schemes may also involve the interaction of intermediate information. 
Deployment – The deployment phase refers to that after a node receives a model, some engineering operations are required to make the model available to use at that node, e.g. specific optimization, compiling and testing. It includes whether the model can be deployed in real time, or needs a long preparation and engineering optimization time, i.e. the distinction between real-time deployment and non real-time deployment. 
The deployment phase and the training phase currently are discussed together. We think that do it this way may not conducive to making the discussion clearer. For example, whether the deployment issue is a common issue that will be faced under the assumptions of different training schemes? Whether a given solution to the deployment issue could also be effective for different training schemes? 
Inference – The inference phase mainly considers the performance gain and generalization ability of the model in specific use cases, as well as the interface definition and signaling interaction requirements involved in the inference process.
Management – The management of a model refers to the life cycle management of the AI/ML model, including the potential protocol impact on activation, deactivation, performance monitoring, scheme switching, fallback, etc.
Proposal 3:  A clear distinction between the training phase and the deployment phase would be helpful.
Training – The training procedure is to obtain a new AI/ML model. It starts from data collection and end up with an AI/ML model well trained and delivered to a given node, e.g. UE or gNB. 
Deployment – The deployment phase refers to that after a node receives a model, some engineering operations are required to make the model available to use at that node, e.g. specific optimization, compiling and testing. 
Proposal 4: The research and potential protocol impact analysis on the training, deployment, inference and management of AI/ML solutions could be discussed separately.
· The requirements of AI/ML solutions for standardization in the inference phase should be evaluated with high priority
· Corresponding necessary deployment and management issues also need to be analyzed
2.2.2 Training collaboration
In RAN1#109e meeting, 4 different training methods were discussed, i.e. 
· Type 1: Joint training of the two-sided model with model transfer to UE
· Type 2: Joint training of the two-sided model with model transfer to NW
· Type 3: Joint training in offline engineering with multi-vendor agreements. No model transfer is required after deployment.
· Type 4: Separate training at UE side and NW side for CSI feedback generation model / CSI reconstruction model respectively. 
According to our understanding, a clear definition for different training types would be helpful for this study. But it is not necessary to give it the highest priority, and assume the discussion on subsequent issues need to be based on the analysis of different training types. 
For different training types, actually the final result is specific models are obtained at specific nodes, waiting to be deployed, optimized and used. Therefore, subsequent discussions can be conducted on this assumption. From last meeting, we also found that some issues on the model deployment are involved in the training discussion, e.g. whether the trained model can be rapidly deployed. However, these seem to be a common problem that can be discussed and handled separately. Besides, in addition to the four types of training schemes listed now, there could be more training details, limitations and corresponding solutions. In Rel-18, considering that the final result is to obtain well trained models at a specific UE/gNB for deployment and use, it is unnecessary to take these complex branches as the starting point of the whole study.
Proposal 5:  In Rel-18, discussions on training collaboration should be handled with low priority.
· No collaboration needs in 3GPP could be treated as the basic assumption
· Collaboration needs for joint training with model transfer could be discussed with lower priority
· Collaboration needs for separate training with intermediate results interaction should be handled in subsequent releases.
Proposal 6:  Discussions on AI/ML model deployment and AI/ML model training should be decoupled.
2.2.3 Deployment 
After the training is completed and before inference stage, the AI/ML model needs to be deployed and optimized on UE/gNB. Based on the discussion from last meeting, companies raised the need for more engineering preparations and concerns about the feasibility of real-time deployment. We think that a major difference between discussing the use of AI/ML solutions in 3GPP and academic research is that some practical fundamental problems should be considered, and the deployment belongs to this kind of problem.
We suggest that for the deployment problem, first we should fully analyze the difficulty and requirement of AI/ML deployment, and distinguish the impact of different conditions and assumptions, such as real-time deployment, non real-time deployment, the whole new model deployment, the partial new model deployment (e.g. the deployment of only updating model weights), deployment of complex models, deployment of simple models, etc.
We suggest that scenarios for non real-time, partial model deployment and simple model deployment can be considered as the basis for subsequent research in Rel-18. Other scenarios with high deployment complexity can be analyzed to determine whether it is a difficult bottleneck issue at this stage. If so, we can wait until it could be handled by companies with reasonable solutions.
Proposal 7: In Rel-18, fully analyze the difficulty and requirement of AI/ML model deployment, and distinguish the impact of different conditions and assumptions, including: 
· Real-time deployment
· Non real-time deployment
· Whole new model deployment
· Partial new model deployment (e.g. the deployment of only updating model weights)
· Deployment of complex models
· Deployment of simple models
Proposal 8: Scenarios for non real-time, partial model deployment and simple model deployment can be considered as the basic deployment assumption for subsequent research in Rel-18. 
· FFS Other scenarios 
· Scenarios with high deployment complexity can wait until it could be handled by companies with reasonable solutions
2.2.4 Configuration and content for encoder input/output and decoder input/output
[bookmark: _Hlk111040139]Before discussing the interface, e.g. encoder input/output and decoder input/output for a CSI solution, it is necessary to clarify whether the interface needs to be defined in 3GPP protocols first. Here it needs to be noted that the interface of course needs to be clearly defined, but whether it needs to be defined in the 3GPP scope would be another question.
From last meeting, it could be found that there are two main point views on this issue. One is the interface does not need to be defined in 3GPP. For example, if the training or deployment are achieved by multiple third parties through an invisible way of 3GPP, the interface does not need to be defined in 3GPP protocols. The other way is to clearly define the interface in 3GPP scope. For example, if a gNB transmits an AI/ML model to a UE, clear interface information is conductive to better use of the model.
We think that these two cases are not exclusive and may both be used in subsequent research and applications, so both hypotheses should be considered in this study item. For the first one, it can be considered as a kind of hypothesis that does not need too much standardization support. For the second one, it is necessary to consider whether some corresponding standardization works will be required for the interface description and indication, e.g. content and configuration.
Proposal 9: Both protocol visible interfaces and protocol invisible interfaces can be used in subsequent AI/ML applications and need to be studied. 
Specifically, in the auto-encoder based CSI compression issue, four interfaces are involved, i.e. the input and output of encoder and the input and output of decoder. Considering the relationship between encoder input and decoder output is relatively close, which is often self-supervised, so it is suggested to consider the impact of standards on encoder input, decoder output, as well as pre/post-processing(if needed) together. Meanwhile, as an auto encoder, the output of encoder and the input of decoder are often the same kind of information, similar to the codebook in the traditional scheme, so we suggest to consider them together to see if any specification impact is.
Proposal 10: Consider the impact of standards on encoder input, decoder output, as well as pre/post-processing(if needed) together.
Proposal 11: Consider the impact of standards on encoder output and decoder input together.
2.2.5 Life cycle management
Life cycle management is a common issue that each sub use case needs to consider when discussing the protocol impact. In particular, when considering the adaptation of AI/ML solutions to different scenarios, how to do the performance monitoring, update the AI solutions, and the fall back to traditional schemes need to be studied. In the discussion of Rel-18, we prefer to give high priority to some basic LCM solutions, e.g. the selection and use of the most suitable scheme through reasonable performance monitoring, necessary signaling indication and model switching. Some more challenging LCM schemes, e.g. online real-time model training and updating, can be studied in subsequent studies.
Proposal 12: Give high priority to some basic LCM solutions, e.g. the selection and use of the most suitable scheme through reasonable performance monitoring, necessary signaling indication and model switching.
Proposal 13: More challenging LCM schemes, e.g. online real-time model training and updating, can be studied in subsequent studies
2.2.6 Other issues
For the generalization issue, we suggest that the quantitative analysis and scalability discussion can be conducted directly in the evaluation part. 
For the quantification and loss function, we think that these can be solved by the implementation, and there is no strong need for standardization work.
Proposal 14: Generalization/Scalability(low priority) should be evaluated in 9.2.2.1
Proposal 15: Discussions on Quantization/Loss function should be left to implementation
Conclusion
In this contribution, we provide some discussions on the sub use selections and possible specification impacts on AI/ML for CSI feedback enhancement. Based on the discussions, we have following proposals:
Proposal 1: The screening of CSI sub use cases needs to meet all the following conditions:
1. 	Potential performance gain.
2. Feasible evaluation methodology and valid training data set.  
3. Reasonable non-AI/ML-based baseline for performance gain analysis.
4. Potential specification impacts.
Proposal 2: CSI compression(AE based Spatial-frequency domain CSI compression) should be given the high priority on evaluation and specification impact consideration. Other sub use cases, e.g. CSI prediction, CSI compression in temporal-spatial-frequency domain, or at gNB/UE side only could be given a lower priority until common understanding have been made
Proposal 3:  A clear distinction between the training phase and the deployment phase would be helpful.
Training – The training procedure is to obtain a new AI/ML model. It starts from data collection and end up with an AI/ML model well trained and delivered to a given node, e.g. UE or gNB. 
Deployment – The deployment phase refers to that after a node receives a model, some engineering operations are required to make the model available to use at that node, e.g. specific optimization, compiling and testing. 
Proposal 4: The research and potential protocol impact analysis on the training, deployment, inference and management of AI/ML solutions could be discussed separately.
· The requirements of AI/ML solutions for standardization in the inference phase should be evaluated with high priority
· Corresponding necessary deployment and management issues also need to be analyzed
Proposal 5:  In Rel-18, discussions on training collaboration should be handled with low priority.
· No collaboration needs in 3GPP could be treated as the basic assumption
· Collaboration needs for joint training with model transfer could be discussed with lower priority
· Collaboration needs for separate training with intermediate results interaction should be handled in subsequent releases.
Proposal 6:  Discussions on AI/ML model deployment and AI/ML model training should be decoupled.
Proposal 7: In Rel-18, fully analyze the difficulty and requirement of AI/ML model deployment, and distinguish the impact of different conditions and assumptions, including: 
· Real-time deployment
· Non real-time deployment
· Whole new model deployment
· Partial new model deployment (e.g. the deployment of only updating model weights)
· Deployment of complex models
· Deployment of simple models
Proposal 8: Scenarios for non real-time, partial model deployment and simple model deployment can be considered as the basic deployment assumption for subsequent research in Rel-18. 
· FFS Other scenarios 
· Scenarios with high deployment complexity can wait until it could be handled by companies with reasonable solutions
Proposal 9: Both protocol visible interfaces and protocol invisible interfaces can be used in subsequent AI/ML applications and need to be studied. 
Proposal 10: Consider the impact of standards on encoder input, decoder output, as well as pre/post-processing(if needed) together.
Proposal 11: Consider the impact of standards on encoder output and decoder input together.
Proposal 12: Give high priority to some basic LCM solutions, e.g. the selection and use of the most suitable scheme through reasonable performance monitoring, necessary signaling indication and model switching.
Proposal 13: More challenging LCM schemes, e.g. online real-time model training and updating, can be studied in subsequent studies.
Proposal 14: Generalization/Scalability(low priority) should be evaluated in 9.2.2.1.
Proposal 15: Discussions on Quantization/Loss function should be left to implementation.
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