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Introduction
In 3GPP RAN1 #109-e, some agreements on the evaluation on AI/ML based CSI feedback enhancement have been made as follows [1]. In this contribution, we present our views on various aspects, including evaluation methodology, KPI and some preliminary results on AI/ML for CSI feedback enhancement based on [1][2].
Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, a two-sided model is considered as a starting point, including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information.
· At least for inference, the CSI generation part is located at the UE side, and the CSI reconstruction part is located at the gNB side.

For the performance evaluation of the AI/ML based CSI feedback enhancement, system level simulation approach is adopted as baseline
· Link level simulation is optionally adopted
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the following table is taken as a baseline of EVM
· Note: the following table captures the common parts of the R16 CSI enhancement EVM table and the R17 CSI enhancement EVM table, while the different parts are FFS.
· Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions.
· The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
· FFS: modifications on top of the following table for the purpose of AI/ML related evaluations.
Parameter
Value
Duplex, Waveform
FDD (TDD is not precluded), OFDM
Multiple access
OFDMA
Scenario
Dense Urban (Macro only) is a baseline.
Other scenarios (e.g. UMi@4GHz 2GHz, Urban Macro) are not precluded.
Frequency Range
FR1 only, FFS 2GHz or 4GHz as a baseline
Inter-BS distance
200m
Channel model        
According to TR 38.901
Antenna setup and port layouts at gNB
Companies need to report which option(s) are used between
-32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ
-16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ
Other configurations are not precluded.



Antenna setup and port layouts at UE
4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for (rank 1-4)
2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2)
Other configuration is not precluded.
BS Tx power
41 dBm for 10MHz, 44dBm for 20MHz, 47dBm for 40MHz
BS antenna height
25m
UE antenna height & gain
Follow TR36.873
UE receiver noise figure
9dB
Modulation
Up to 256QAM
Coding on PDSCH
LDPC
Max code-block size=8448bit
Numerology
Slot/non-slot
14 OFDM symbol slot

SCS
15kHz for 2GHz, 30kHz for 4GHz
Simulation bandwidth
FFS
Frame structure
Slot Format 0 (all downlink) for all slots
MIMO scheme
FFS
MIMO layers
For all evaluation, companies to provide the assumption on the maximum MU layers (e.g. 8 or 12)
CSI feedback
Feedback assumption at least for baseline scheme
· CSI feedback periodicity (full CSI feedback) :  5 ms,
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms
Overhead
Companies shall provide the downlink overhead assumption (i.e., whether the CSI-RS transmission is UE-specific or not and take that into account for overhead computation)
Traffic model
FFS
Traffic load (Resource utilization)
FFS
UE distribution
- 80% indoor (3km/h), 20% outdoor (30km/h)
FFS whether/what other indoor/outdoor distribution and/or UE speeds for outdoor UEs needed
UE receiver
MMSE-IRC as the baseline receiver
Feedback assumption
Realistic



Feedback assumption
Realistic
Channel estimation         
Realistic as a baseline
FFS ideal channel estimation
Evaluation Metric
Throughput and CSI feedback overhead as baseline metrics.
Additional metrics, e.g., ratio between throughput and CSI feedback overhead, can be used.
Maximum overhead (payload size for CSI feedback)for each rank at one feedback instance is the baseline metric for CSI feedback overhead, and companies can provide other metrics.
Baseline for performance evaluation
FFS



Discussion
Evaluation methodology and KPI
Firstly, some discussions on the evaluation methodology are presented as below.
The system-level simulation approach has been used as the baseline for the evaluation of AI/ML based CSI feedback enhancement. The corresponding SLS EVM table is also approved, which mainly captures the common parts of the R16 CSI enhancement EVM table and the R17 CSI enhancement EVM table. However, considering the channel reciprocity between downlink and uplink channel is utilized in R17 CSI enhancement, which has not been well discussed and researched in this SI, we mainly focus on R16 Type II CSI enhancement as the baseline for intermediate KPI and SLS throughput calibration. How to model the channel reciprocity and utilize the uplink SRS assisted information into AI/ML based downlink CSI feedback requires further study. Hence, we have the following proposal:
Proposal 1: For intermediate KPI and SLS throughput evaluation, focus on R16 CSI enhancement as the baseline in current stage
· FFS: R17 CSI enhancement considering downlink/uplink channel reciprocity as the baseline.
For traffic model in the SLS EVM table, we agree that FTP model 1 can be used as a baseline to draw the conclusion. Meanwhile, the SLS throughput results with full buffer is also valuable, since it has the potential to provide the maximum performance gain of AI/ML CSI feedback compared to R16 Type II baseline. Therefore, we also suggest that companies can provide the SLS throughput results with full buffer traffic model for performance calibration. However, from our understanding, whether to use FTP or full buffer traffic model has no effect on intermediate KPI. For example, the CSI recovery accuracy expressed by SGCS is only determined by the dataset and AI model, while the selection of traffic model only influence the final SLS throughput. Therefore, we have the following proposal:
Proposal 2: For traffic model, use FTP model 1 as the baseline and companies are encouraged to provide full buffer results for SLS throughput comparison.
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, ideal DL channel estimation is optionally taken into the baseline of EVM for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.)
· Note: Eventual performance comparison with the benchmark release and drawing SI conclusions should be based on realistic DL channel estimation.
· FFS: the ideal channel estimation is applied for dataset construction, or performance evaluation/inference.
· FFS: How to model the realistic channel estimation
· FFS: Whether ideal channel is used as target CSI for intermediate results calculation with AI/ML output CSI from realistic channel estimation



For channel estimation, it is agreed to use realistic DL channel estimation as the baseline during inference stage for evaluating the eventual performance and drawing the SI conclusions, wherein the input encoder at the UE side is the estimated CSI. For dataset construction, the ideal channel estimation is still utilized, wherein both the input of encoder at the UE side and the label of the output of the decoder at the gNB side are the ideal CSI. Therefore, in our simulations, the realistic channel estimation error is not included during training stage. Actually, by modeling the realistic channel estimation, the AI/ML model may be trained better to adapt to the realistic channel estimation in SLS. However, in current stage of this SI, considering the difficulty of realize an agreed realistic channel estimation model between companies, we should pay more attention to improve the AI/ML based CSI feedback performance with ideal channel estimation during training stage.
Proposal 3: For channel estimation, use realistic channel estimation as the baseline for eventual SLS performance evaluation in inference stage and ideal channel estimation for dataset construction in AI/ML model training stage.
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, companies can consider performing intermediate evaluation on AI/ML model performance to derive the intermediate KPI(s) (e.g., accuracy of AI/ML output CSI) for the purpose of AI/ML solution comparison.

For the evaluation of the AI/ML based CSI feedback enhancement, as a starting point, take the intermediate KPIs of GCS/SGCS and/or NMSE as part of the ‘Evaluation Metric’ to evaluate the accuracy of the AI/ML output CSI
· For GCS/SGCS, 
· FFS: how to calculate GCS/SGCS for rank>1
· FFS: whether GCS or SGCS is adopted
· FFS other metrics, e.g., equivalent MSE, received SNR, or numerical spectral efficiency gap.

For the evaluation of the AI/ML based CSI feedback enhancement, Floating point operations (FLOPs) is adopted as part of the ‘Evaluation Metric’, and reported by companies.

For the evaluation of the AI/ML based CSI feedback enhancement, AI/ML memory storage in terms of AI/ML model size and number of AI/ML parameters is adopted as part of the ‘Evaluation Metric’, and reported by companies who may select either or both.
· FFS: the format of the AI/ML parameters




As listed above, GCS/SGCS and/or NMSE is adopted as the intermediate KPI. In our opinion, considering the CSI eigenvector is mainly considered as the input of encoder and the output of the decoder, it is better to use GCS/SGCS as the evaluation metric for the accuracy of the AI/ML output CSI. Moreover, between GCS and SGCS, we also prefer to down-select SGCS as the baseline for calibration between companies, since the ‘square’ operation can reflect the power of signal after precoding, and the performance gain of SGCS is more instructive compared to GCS. Meanwhile, using a unified intermediate KPI is also helpful for performance calibration between companies. 
Moreover, for rank > 1 condition, if SGCS is only an intermediate KPI to evaluate the CSI recovery accuracy, we prefer to down-select a simple way as averaging all ranks for rank > 1 since it has no effect on AI/ML model training. However, if the SGCS for rank > 1 is also adopted as the loss function during AI/ML model training stage, whether other metrics like weighted average over all ranks can provides benefits for obtaining better AI/ML model requires further study. Hence, we have the following proposal:
Proposal 4: For intermediate KPI, use SGCS as the evaluation metric for calibration.
· Average all ranks for rank > 1
Dataset and generalization evaluation
In 3GPP RAN1 #109-e, some agreements about the dataset construction and generalization evaluation methods are listed below.
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, study the verification of generalization. Companies are encouraged to report how they verify the generalization of the AI/ML model, including:
· The training dataset of configuration(s)/ scenario(s), including potentially the mixed training dataset from multiple configurations/scenarios
· The configuration(s)/ scenario(s) for testing/inference
· The detailed list of configuration(s) and/or scenario(s)
· Other details are not precluded




Firstly, as for the dataset, it should be constructed using parameters given by the SLS EVM table. However, considering there are still various kinds of configurations, such as gNB antenna setup (32Tx or 16Tx), UE antenna setup (4Rx or 2Rx), frequency range (2GHz or 4GHz) and other items with multiple options, the datasets constructed from companies are still not aligned because of too many combinations of different configuration, even though for the same dense UMa scenario. Consequently, the performance calibration between companies on both intermediate KPI and SLS throughput would be very difficult. Therefore, in the initial stage of this SI, construct a typical dataset with aligned single configuration would be very helpful for AI/ML CSI feedback performance calibration. 
Proposal 5: Suggest to construct a typical dataset with aligned single configuration for performance calibration.  
Secondly, it has been agreed to evaluate the generalization performance of AI/ML model on different datasets with mixed configuration(s)/scenarios(s). Similarly, in the initial stage, companies are encouraged to provide generalization performance results on various kinds of datasets. In the second stage, it would be better to construct one or several typical dataset(s) with aligned mixed configuration(s)/scenario(s) to draw the final conclusion on generalization performance in this SI. 
Proposal 6: Suggest to construct one or several typical dataset(s) with aligned mixed configuration(s)/scenarios to draw the final conclusion on generalization performance.
Moreover, from the perspective of the input/output of the CSI dimension, the generalization performance evaluation of AI/ML based CSI feedback should be divided into two phases. In phase 1, we should pay attention to the same input and output CSI dimension with different configuration(s)/scenario(s). The AI/ML model trained on different datasets with different UE speeds, indoor/outdoor UE distributions, frequency ranges and numerologies have the same input/output CSI dimension. Therefore, the AI/ML model trained on one dataset can be directly inferenced on another dataset, and we just need to focus on the performance.
Furthermore, different input/output CSI dimensions resulted by different configuration(s)/scenario(s), such as antenna port number, sub-band number and CSI feedback payload, should be evaluated in phase 2.  In this condition, AI/ML model trained on one dataset cannot be directly used on another dataset. Therefore, some pre-processing and pro-processing operations, such as padding and cutting, should be considered to ensure the usability between two datasets. In the initial stage of this SI, we suggest to focus on phase 1, and how to solve this generalization issue with variable input/output dimensions requires further studies and discussions in the second stage of this SI or in the later release. 
Proposal 7: For generalization performance, evaluation should be divided into two phases:
· Phase 1: focus on the same input and output CSI dimension with different configuration(s)/scenario(s)
· Phase 2 FFS: different input and output CSI dimensions with different configuration(s)/scenario(s)
· E.g., different numbers of antenna ports, different number of sub-bands and different CSI feedback payloads
AI/ML model
In RAN1 #109-e, some agreements about AI/ML model are listed as below:
Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, companies are encouraged to report the details of their models, including:
· The structure of the AI/ML model, e.g., type (CNN, RNN, Transformer, Inception, …), the number of layers, branches, real valued or complex valued parameters, etc.
· The input CSI type, e.g., raw channel matrix estimated by UE, eigenvector(s) of the raw channel matrix estimated by UE, etc.
· FFS: the input CSI is obtained from the channel with or without analog BF
· The output CSI type, e.g., channel matrix, eigenvector(s), etc.
· Data pre-processing/post-processing
· Loss function
· Others are not precluded




In this contribution, we use the encoder at UE side and decoder at gNB side with Transformer backbone about 42.8MFLOPs and 21.4M trainable parameters.  We used a model named EVCsiNet-T (as shown in Figure 2), in which each vector of sub-band in the input CSI matrix is firstly processed by an embedding layer and then 6 self-attention based blocks are sequentially introduced before a mixed 3bits/2bits quantization layer. As for the decoder part, after dequantization layer, a dense layer with 64 nodes is employed, followed by 6 self-attention based blocks as well. Finally, a reshape layer is implemented to obtain the output with the shape of the original CSI. The SGCS loss function is used to train the EVCsiNet-T. 
[image: ]
Figure 1: Illustration of EVCsiNet-T model for CSI feedback compression
From our opinion, in the initial stage of this SI, companies are encouraged to open their utilized dataset(s) and/or reference model(s), which would be very helpful for crosscheck between companies.  Furthermore, common dataset(s) and/or reference model(s) would be more efficient for performance calibration and drawing final conclusions. The reference model in our simulations for AI/ML based CSI feedback enhancement can be find in https://wireless-intelligence.com/#/download. However, how to establish common dataset(s) and/or reference model(s) in 3GPP frame remains further study.
Proposal 8: Companies are encouraged to disclose their utilized dataset(s) and reference model(s)
· FFS: to establish common dataset(s) and/or reference model(s) for performance calibration and drawing final conclusions.

Performance evaluation results
In this section, we give some preliminary performance evaluation results with 32Tx4Rx antenna configuration. The SGCS for rank 1 and rank 2 on sub-band level for different CSI feedback overhead are provided in Figure 2 and Figure 3, where the R16 eType II is used as the comparable baseline. For rank 1, the CSI feedback overhead is (67, 92, 120, 174, 231, 250, 285, 335) bit for EVCsiNet-T-layer 1 and eType II. For rank 2, the CSI feedback overhead is (67, 92, 120, 174, 231, 250, 285, 335) bit for both EVCsiNet-T-layer 1 and EVCsiNet-T-layer 2, where the AI/ML model is trained on dataset for layer 1 and dataset for layer 2 with the same architecture EVCsiNet-T, respectively.  And the SGCS for rank 2 is calculated by the average of SGCS of layer 1 and layer 2. The training and testing dataset for each layer is 600k and 5k, respectively. 
Please note that “rank2” refers to the dynamic transmission of single-layer and 2-layer scheduled by gNB in the evaluation of SLS throughput. 

Figure 2. Comparison of SGCS between AI based CSI feedback and R16 eType II baseline (rank 1)

Figure 3. Comparison of SGCS between AI based CSI feedback and eType II baseline (rank 2)

Observed from Figure 2 and Figure 3, AI based CSI feedback with EVCsiNet-T can achieve higher SGCS performance compared with R16 eType II baseline for both rank 1 and rank 2, especially with lower feedback payload. Meanwhile, compared with rank 1, the AI based CSI feedback has larger performance gain in rank 2. 



Figure 4: Comparisons of SLS throughput between AI based CSI feedback and R16 eType II baseline with ideal channel estimation



Figure 5: Comparisons of SLS throughput between AI based CSI feedback and R16 eType II baseline with realistic channel estimation 
Observed from Figure 4 and Figure 5, AI based CSI feedback can achieve higher SLS throughput for all conditions, such as rank 1/2, FTP/Full buffer and ideal/realistic channel estimation, especially with lower CSI feedback overhead. Specifically, for both rank 1/rank 2 with ideal/realistic channel estimation, full buffer model can provider higher performance gain than FTP model. Similar to SGCS comparison results, the performance gain is also larger for rank 2 configuration. Based on the above evaluation results, we have the following observations:
Observation 1: Compared to rank 1, AI based CSI feedback achieves larger SGCS and SLS throughput gain for rank 2.
Observation 2: Compared to higher feedback overhead, AI based CSI feedback achieves larger SGCS and SLC throughput gain with lower feedback overhead.
Observation 3: Compared to FTP model, AI based CSI feedback achieves larger SLS throughput gain for full buffer model.
In our simulations, only rank 1 and rank 2 configurations are evaluated on both intermediate KPI and SLS throughput considering MU-MIMO limitation. Actually, since AI based CSI feedback has larger performance gain in rank 2 compared to rank 1 configuration, we suppose that the performance gain of AI solutions may be larger in rank 3 and rank 4 condition. In the initial stage of this SI, the performance calibration for rank 1 and rank 2 should be firstly considered. While in the second stage, the performance for rank 3 and rank 4 on both intermediate KPI and SLS throughput using SU-MIMO should also be evaluated.
Proposal 9: For SLS evaluation and calibration:
· Evaluate and calibrate rank 1 and rank 2 with MU-MIMO in the first stage
· Evaluate and calibrate rank 3 and rank 4 with SU-MIMO in the second stage
Conclusion
In this contribution, we provide some discussions and preliminary results about the evaluation on AI/ML for CSI feedback enhancement. Based on the discussions and evaluations, we have following observations and proposals:
Observation 1: Compared to rank 1, AI based CSI feedback achieves larger SGCS and SLS throughput gain for rank 2.
Observation 2: Compared to higher feedback overhead, AI based CSI feedback achieves larger SGCS and SLC throughput gain with lower feedback overhead.
Observation 3: Compared to FTP model, AI based CSI feedback achieves larger SLS throughput gain for full buffer model.
Proposal 1: For intermediate KPI and SLS throughput evaluation, focus on R16 CSI enhancement as the baseline in current stage
· FFS: R17 CSI enhancement considering downlink/uplink channel reciprocity as the baseline.
Proposal 2: For traffic model, use FTP model 1 as the baseline and suggest companies to provide full buffer results for SLS throughput comparison.
Proposal 3: For channel estimation, use realistic channel estimation as the baseline for eventual SLS performance evaluation in inference stage and ideal channel estimation for dataset construction in AI/ML model training stage.
Proposal 4: For intermediate KPI, use SGCS as the evaluation metric for calibration.
· Average all ranks for rank > 1
Proposal 5: Suggest to construct a typical dataset with aligned single configuration for performance calibration.
Proposal 6: Suggest to construct one or several typical dataset(s) with aligned mixed configuration(s)/scenarios to draw the final conclusion on generalization performance.
Proposal 7: For generalization performance, evaluation should be divided into two phases:
· Phase 1: focus on the same input and output CSI dimension with different configuration(s)/scenario(s)
· Phase 2 FFS: different input and output CSI dimensions with different configuration(s)/scenario(s)
· E.g., different numbers of antenna ports, different number of sub-bands and different CSI feedback payloads
Proposal 8: Companies are encouraged to open their utilized dataset(s) and reference model(s)
· FFS: to establish common dataset(s) and/or reference model(s) for performance calibration and drawing final conclusions.
Proposal 9: For SLS evaluation and calibration:
· Evaluate and calibrate rank 1 and rank 2 with MU-MIMO in the first stage
· Evaluate and calibrate rank 3 and rank 4 with SU-MIMO in the second stage
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