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Introduction
The general aspects of AI/ML framework have been discussed in RAN1#109-e meeting. The agreements/conclusions from RAN1#109-e are listed below. In this paper, we further introduce our understandings and suggestions regarding the collaboration levels, AI/ML model transfer, deployment, inference and training procedures, general evaluation methodology, complexity issues, and specification impacts.
Agreement
· Use 3gpp channel models (TR 38.901) as the baseline for evaluations.
· Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models
Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.

	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model by learning the input/output relationship in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing do not assume subsequent tuning of the model.

	Online training
	TBD - need more discussion

	Offline training
	TBD - need more discussion

	On-UE training
	Online/offline training at the UE

	On-network training
	Online/offline training at the network

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	Model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Model deployment
	Delivery of a fully developed and tested model runtime image to a target UE/gNB where inference is to be performed. 

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple model exchanges, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online (field) data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Model update
	Retraining or fine tuning of an AI/ML model, via online/offline training, to improve the model inference performance.

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data e.g., clustering is a common example of this.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.


Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.

Observation
Where AI/ML functionality resides depends on specific use cases and sub-use cases.

Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.
Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1.	Level x: No collaboration
2.	Level y: Signaling-based collaboration without model transfer
3.	Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 
Discussions
General principle for identifying representative sub use cases
In RAN1#109-e meeting, some sub use cases have been identified for the first-round study. Meanwhile, companies are proposing some other sub use cases. In our view, the primary target of the study item is to focus on the study on the identified sub use cases. Other sub use cases can still be considered but with carefully selection, considering the following aspects. 
1) Potential performance gain (e.g., shown in preliminary evaluation results).
2) Feasible evaluation methodology and valid training data set (incl. training set generation methodology).  
3) Reasonable non-AI/ML-based baseline for performance gain analysis.
4) Potential specification impacts.
Considering the study capacity of each AI/ML use case, focusing on 1 – 2 representative use cases is preferred. But we are not suggesting to stop/deprioritize discussions for other sub use cases at this moment. They can be further studied and discussed in AI 9.2.x.2. And if some sub use case has no clear non-AI/ML-based baseline for performance or potential specification impacts, the sub use case can still be studied in AI 9.2.x.2. But the sub use cases with all the four aspects should be studied/evaluated with a higher priority, especially in AI 9.2.x.1.
Proposal 1: Focus on the identified representative sub use cases in AI 9.2.x.1 for the corresponding studies on their evaluation methodology, KPI, and performance evaluation results. Investigate the following aspects for other potential sub use case in AI 9.2.x.2. 
1) Potential performance gain (e.g., shown in preliminary evaluation results).
2) Feasible evaluation methodology and valid training data set (incl. training set generation methodology).  
3) Reasonable non-AI/ML-based baseline for performance gain analysis.
4) Potential specification impacts.
Note: Sub use cases without 3) and/or 4) will not be precluded. But target to limit the number of the representative sub use cases to 1 or 2 for each use case.
Evaluations and calibration
In RAN1#109-e, it has been agreed to use 3gpp channel models (TR 38.901) as the baseline for evaluations.
But we still think more works need to be done to align different understandings on data for this study, e.g. how to align the data sets used for evaluations. One way to make it would be aligning the method to generate date sets for each sub use cases. We can make some detailed parameter setting lists to describe how to generate the data. Then different companies can follow the aligned setting list to generate their local data and to train/test their results. This way would be a basic approach in Rel-18 study from our understanding. 
Another way is to directly use some common data set(s). Although we can define parameter lists to align how to generate the data, it is still risky that companies cannot align for all the parameters and random factors that used to generate a channel or a data. Then the data set used for companies may still be different. We can tolerate these differences when comparing the simulation results. But if we want to calibrate the performance gain, it would better to use the completely-aligned data set. For each sub use case, common data set(s) provided by companies or third parties could be used as references, at least for calibration. In [4], some data sets and reference models relate to CSI, BM and Position are provided for free downloading.  
In RAN1#109-e, the following options were discussed in the email thread for different levels of calibrations:
· Option 1: Common dataset and reference model for calibration.
· Option 2: Common dataset without reference model for calibration.
· Option 3: Reference model without common dataset for calibration.
· Option 4: No calibration.
Based on the above analysis, we think at least one among Option 1-3 is needed. Option 4 will stop us from finding the problems in the evaluation, and not benefit for the study. 
In principle, the data set captured from field test would be helpful to improve the quality of AI/ML training set. But the use of field data in AI/ML study needs to be carefully evaluated and cautiously considered. Only the field data with fundamental generalization characteristics and reflecting typical 5G channel conditions (e.g. captured from a number of cells covering various types of deployment scenarios) are qualified for the AI/ML training and testing. Otherwise, a unique field data set lack of generalization is not conducive to a meaningful and reliable evaluation conclusion. And the field data should also be aligned for evaluation in different companies. If different companies use different field data to evaluate their AI/ML models, the comparison between companies’ results does not make much sense because the channel characteristics of the field data can be completely different. 
Proposal 2: Consider at least one among Option 1-3 for calibration of AI/ML evaluation.
· Option 1: Common dataset and reference model for calibration.
· Option 2: Common dataset without reference model for calibration.
· Option 3: Reference model without common dataset for calibration.
· Option 4: No calibration.
Proposal 3: The use of field data set can be considered in Rel-18 AI/ML study, but needs to be carefully evaluated. The field data set should provide fundamental generalization characteristics and reflecting typical 5G channel condition (e.g. captured from a number of cells covering various types of deployment scenarios) are qualified for the AI/ML training and testing.
Complexity analysis for the AI/ML algorithms
In RAN1#109-e meeting, the complexity issues were addressed by some companies. We think the complexity and latency issue related to AI/ML inference should be addressed with higher priority. 
Training complexity is also an important issue for research and deploy AI/ML-based algorithms. But it is not clear yet what role the 5G air interface would play in the AI/ML training. As introduced in Section 2.5, we assume the offline training in servers is the default format for AI/ML training. The further study is needed for the necessity of online training or training on UE and gNB in Rel-18 study. Hence the training complexity should not be a part of complexity evaluation at this moment. Component companies can provide information about the complexity for their model training. But the training complexity should not be a required metric for Rel-18 AI/ML evaluation.
Power consumption is also an important issue for AI/ML inference/training. But again, the evaluation metric/methodology is still unclear at this moment. We suggest not to consider the power consumption as a metric for evaluation at this moment. Companies can provide information about AI/ML power consumption if they have.
FLOPs (floating-point operations) can be used in this study item to evaluate the complexity of AI/ML-based solutions. It a widely-used complexity metric in computer science and AI/ML research, which means how many operations are needed for the inference of an AI/ML model or an algorithm. 
Here, it needs to be noted that if we change the small “s” into a big “S”, then we get a new index FLOPS. FLOPS (floating-point operations per second) is a metric to evaluate the computation capabilities of an AI platform, e.g. 1 FLOPS means a platform could finish 1 FLOPs within 1 second. TOPS (Tera Operations Per Second) is another metric to evaluate the computation power. Although there are some differences between the definition and the actual implementation of calculation, we can approximately regard the two metrics as closely equivalent. 
For example, EVCsiNet introduced in [3] for AI/ML-based CSI feedback is with a computation complexity of about 10MFLOPs. If we consider a reference computation capability (e.g. 10 TFLOPS/10TOPS), the ideal CSI inference latency using EVCsiNet would be about 1μs. Considering non-ideal effects like computation resource scheduling, storage and I/O, the actual latency may be larger than the ideal value, e.g. 100 times larger. But the inference latency is still under 1ms which cand meet the latency requirement for 5G CSI feedback. For BM and positioning, the similar evaluations show acceptable computation complexities, as listed in Table.1. 
For each use case, a threshold on maximum computation complexity in terms of FLOPs can be defined. If the complexity of a proposed model is lower than the threshold, the evaluation results of the model can be treated as the valid results. 
Table 1: Inference latency for AI models with different computing complexity
	Use case
	Computing complexity
	Reference computation capability
	Ideal inference latency 

	CSI (AI encoder&decoder for CSI feedback, Resnet based AI solution) [4]
	10 MFLOPs
	10 TFLOPS
	1μs

	CSI (AI encoder&decoder for CSI feedback, Transformer based AI solution) [4]
	40 MFLOPs
	10 TFLOPS
	4μs

	BM (spatial domain prediction) [4]
	0.22 MFLOPs
	10 TFLOPS
	0.22μs

	Position (CIR as input) [4]
	3 MFLOPs
	10 TFLOPS
	0.3μs

	Position (DL-RSTD as input) [4]
	0.15 MFLOPs
	10 TFLOPS
	0.15μs


Note: Considering the actual implementation such as computation resource scheduling, storage and I/O, we can assume that the actual latency would be larger than the ideal value, e.g. 100 times larger.
Proposal 4: Focus on complexity evaluation for AI/ML inference. The AI/ML training complexity and AI/ML inference/training power consumption are not required as metric for evaluation.
Proposal 5: The computation complexity for an AI/ML algorithm can be evaluated in terms of FLOPs.
Proposal 6: For sub each use case, the maximum acceptable computation complexity can be defined based on the tolerable of inference latency for this sub use case.
Collaboration levels, model transfer and deployment
Collaboration levels:
In RAN1#109-e meeting, the following network-UE collaboration levels were agreed.
1.	Level x: No collaboration
2.	Level y: Signaling-based collaboration without model transfer
3.	Level z: Signaling-based collaboration with model transfer
We think this is a good starting point for defining the collaboration framework. From our perspective, the discussion of collaboration framework is for studying potential specification impacts. Hence the collaboration levels should be used to describe different types of information exchanged between gNB and UE, not the type of AI/ML operation on UE or gNB side. In this sense, the gNB-UE collaboration can be categorized to signaling-based collaboration and model transfer.
In our understanding, the above collaboration levels are for AI/ML inference, not necessarily for AI/ML training. For an AI/ML model, training, deployment, inference and management are different procedures. Therefore, we propose to divide the whole picture into four aspects, i.e. training / deployment / inference / management. Although these aspects may influence each other, we believe that it is beneficial to discuss them separately.
We think the above agreement from RAN1#109-e is a good basis for AI/ML inference collaboration framework. AI/ML training collaboration framework can be further studied.
And we can focus on “Signaling-based collaboration without model transfer” with high priority because it is obviously needed for some representative use cases. The further categorization of this level can be considered, e.g.,
1.	Level 0: No collaboration
2.	Level 1: Signaling-based collaboration without model transfer
· 1a: Signaling exchange before AI/ML inference (i.e. one-side AI/ML model inference)
· 1b: Signaling exchange before and during AI/ML inference (i.e. two-side AI/ML model inference)
3.	Level 2: Signaling-based collaboration with model transfer
Model transfer:
For “Signaling-based collaboration with model transfer”, we understand the model transfer is to enable the model switching or updating. When the current model’s performance degrades (observed by performance monitoring), UE or gNB needs to switching to another model. If the required model is not available, the UE or gNB needs to obtain the model via 5G network. One possibility is to transfer the full model to replace the old model (i.e. model transfer for model switching). Another possibility is to transfer the partial model. For example, the model structure is reused. Only some parameters of the model is updated (model transfer for model updating). 
Model transfer for AI/ML training is more complicated. A large amount of training data, updated model and training results need to be exchanged between UE and gNB frequently/iteratively. It can be further studied in long-term, but may not be suitable for Rel-18 study. 
We understand the model transfer for AI/ML inference can be implemented with two types:
· Type 1: Non-3GPP-based model transfer + model mapping for 3GPP-based model scheduling
· Type 2: 3GPP-based model transfer.
With Non-3GPP-based model transfer, the model can be transferred between vendors’ AI/ML servers. The model transfer procedure is not visible in 5G air interface standards. But after the model is transferred and deployed by the UE and/or gNB, there should be a signaling can be used to activate and schedule the model. Hence a “mapping” procedure needs to be defined in 5G air interface standards, with which 5G air interface signaling can indicate a model transferred via non-3GPP channels.
With 3GPP-based model transfer, the model can be transferred between gNB and UE via a 5G channel. So the “mapping” procedure may not needed because it has been identified when it is transferred in the 5G channel. After the model is deployed by the UE and/or gNB, it can be directly be activated and scheduled by 5G signaling. But transfer the file like AI/ML model in 5G control plain is a new procedure. Some requirement study is needed, e.g., the required KPI (e.g. packet size, data rate, latency, reliability), so to select the design (e.g. transfer the model in which layer/channel). Some file format may be defined to support 3GPP-based model transfer.
But it should be noticed that even the 3GPP-based model transfer is supported, it does not mean the model deployment is naturally 3GPP-based. The model format during transfer procedure (as a 5G control plain package) cannot be directly used for model deployment. 
Model deployment:
We understand the model deployment is the different procedure from model transfer. The deployment phase refers to that after a node receives a model, some engineering operations are required to make the model available to use at that node, e.g. specific optimization, compiling and testing. 
Nowadays the non-AI 5G algorithms are deployed in non-3GPP manner, i.e., the algorithm is developed, tested by each vendor proprietarily. The AI 5G algorithms will evolve/update more frequently/actively than non-AI 5G algorithms. And some AI/ML algorithm (e.g. two-side model) needs close alignment/cooperation between UE and gNB. Hence the 3GPP-based model deployment was proposed by some companies in RAN1#109-e, i.e., some model deployment format may be defined in 3GPP standards to enable a more open and interoperable model deployment. The target is to enable Vendor B to compile, test and deploy Vendor A’s AI/ML model in a “plug-and-play” manner. We are open to study the possibility. But so far we have not seen much details to justify its feasibility.
Proposal 7: Study the collaboration levels for AI/ML inference and training separately. First identify the collaboration levels for AI/ML inference based on the agreement in RAN1#109-e. 
· FFS collaboration levels for training.
Proposal 8: Improve the collaboration levels for AI/ML inference as following.
1.	Level 0: No collaboration
2.	Level 1: Signaling-based collaboration without model transfer
· 1a: Signaling exchange before AI/ML inference (i.e. one-side AI/ML model inference)
· 1b: Signaling exchange before and during AI/ML inference (i.e. two-side AI/ML model inference)
3.	Level 2: Signaling-based collaboration with model transfer
· The above collaboration levels are not related to AI/ML model deployment
· Treat Level 1 with high priority.
· Model transfer in Level 2 is for model switching or updating.
[bookmark: _Hlk102056072]Proposal 9: Study two types of AI/ML model transfer for inference:
· Type 1: Non-3GPP-based model transfer + model mapping for 3GPP-based model scheduling
· This is the default type.
· Type 2: 3GPP-based model transfer.
· Study required KPI (e.g. packet size, data rate, latency, reliability), so to select the design (e.g. in which layer/channel).
· Study model transfer format (if needed) to support 3GPP-based model transfer.
· FFS AI/ML model transfer for training with lower priority.
Proposal 10: Study the model deployment procedure separately from model transfer.
Proposal 11: Assume Non-3GPP-based model deployment as default.
· Study feasibility of 3GPP-based model deployment.

Training operation
As mentioned above, we think the training operation should not be treated in high priority in the early stage of the Rel-18 study. The training is very important step in enabling AI/ML-based algorithm. But the primary target of the study item is to analyze and evaluation the performance of the AI/ML-based algorithm for each use case. Hence the study on inference operation should be treated with high priority.
Now companies perform offline training on their servers and submit the evaluation results. It shows the non-3GPP-based offline training is workable for AI/ML for 5G air interface. Training is a more complicated procedure than inference. It will consume huge study capacity if we treat it as another focus.
Another problem is that we have not seen a clear evaluation methodology for checking the performance of different training approaches. For example, how can we compare the performance of 3GPP-based training and non-3GPP training, offline training and online training? If the study on training is prioritized, we need first clarify the corresponding evaluation methods.
Among different training types, we suggest to consider offline training as default. In RAN1#109-e, two aspects were considered to define offline/online training: How real-time the training is and what the training operational environment. From our perspective, both the two aspects need to be considered, and the training can be categorized as the following table:
Table 1: AI/ML training types
	
	Timing
	Training environment
	Study Priority

	Offline training
	Based on collected data in non-real-time, and targets training a model for future inference
	performed in a non-operational environment (i.e., in a software development environment)
	High

	Localized offline training
	
	performed in the same operational environment for model inference

	Low

	Online training
	Based on newly-collected data usually in (near) real-time, and targets training a model for the immediate inference

	
	Low



During the Rel-18 study on AI/ML training, the offline training should be treated with high priority and as the default training type. Although the localized offline training in Table 1 does not require real-time training, the training performed on UE and gNB is still much more challenging than that on cloud servers, e.g. requiring high-level computation, storage, communications resource, and requiring UE staying in the environment collecting the training data which may unreasonably restrict the end user’s behavior. 
And in RAN1#109-e, much time were consumed to discuss notations and terminologies. We think the time to clarify notations and terminologies should be limited. We can first agree on the most necessary notation and terminology list. The target of this work should be for categorizing/prioritizing AI/ML approaches. And the notation and terminology definitions for AI/ML inference should be prioritized over that for AI/ML training.
Proposal 12: In the early stage of Rel-18 study, prioritize study of the AI/ML inference over the study of AI/ML training.
· Study offline training with high priority and as the default training type.
· Offline training: An AI/ML training process that is performed in a non-operational environment (i.e., in a software development environment) based on collected data in non-real-time, and targets training a model for future inference.
Proposal 13: First agree on the most necessary notation and terminology list for categorizing/prioritizing AI/ML approaches.
· Prioritize the notation and terminology definitions for AI/ML inference over that for AI/ML training.
· FFS other notations and terminologies
Inference operation
As mentioned above, the study on inference operation should be treated with high priority based on the evaluation results. And Collaboration Level 1 “Signaling-based collaboration without model transfer” should be prioritized. Hence the following gNB-UE signaling can be further studied for each use cases:
· Model activation/deactivation and switching
· Model configuration (if needed)
· Data exchange for two-side AI/ML inference
· Performance monitoring. 
Proposal 14: Further study the following gNB-UE signaling supporting AI/ML inference:
· Model activation/deactivation and switching
· Model configuration (if needed)
· Data exchange for two-side AI/ML inference
· Performance monitoring.
Performance monitoring
Performance monitoring needs to be studied to support AI/ML model changing and switching between AI/ML-based and non-AI/ML based operations. But some details need to be clarified on this aspect:
· What is the performance monitoring for?
· What metrics are used for the performance monitoring?
· Which node controls the monitoring?
· How to predict the performance of an unused model?
· How to evaluate the performance of the performance monitoring?
The performance monitoring can be used to detect the performance degradation. When the performance degrades, three actions can be taken: First, gNB/UE can try to switch to a better model if the model has been pre-loaded on board. Second, if the wanted model is not available yet, the gNB/UE can download the model. Finally, if the model is not available in the model library, a model re-tuning/re-training can be performed. From our preliminary perspective, the performance monitoring procedure can be designed despite while action will be taken. The task of performance monitoring is to detect the performance degradation. Model switching, model transfer and re-tuning/re-training can be based on the same monitoring result.
For the above three actions, we think the communication performance-based metrics (e.g. MSE, BLER, throughput) are enough for the performance monitoring. Some AI/ML-specific performance metrics may be needed for training performance monitoring, e.g., training convergence speed. But we think the performance monitoring for training should be studied with low priority.
AI/ML performance degradation can be detected by gNB or UE in different cases. Especially for the two-side model inference, gNB and UE may need to cooperate to detect the reason of inference performance degradation. Hence it is suggested to study both gNB-initiated and UE-initiated performance monitoring.
If it is determined to switch to a better model, the question needs to be answered is that what the performance the new model will provide. Can the new model perform better that the current model? The performance prediction mechanism should be studied.
Finally, the performance of performance monitoring mechanism may be evaluated too, e.g., the monitoring/predition accuracy.
Proposal 15: Target to design a unified AI/ML inference monitoring mechanism supporting AI/ML model switching, model transfer and model re-training.
· Model re-training is considered with low priority.
· Consider communication performance-based metrics (e.g. MSE, BLER, throughput) as starting point.
· Study gNB-initiated and UE-initiated performance monitoring
· Study performance prediction mechanism for an unused model.
· Study evaluation methodology for performance monitoring approaches.
Proposal 16: Study on AI/ML training performance monitoring is low priority.

Conclusion
Based on the above discussions, our proposals for general aspect of AI/ML framework are listed below:
Proposal 1: Focus on the identified representative sub use cases in AI 9.2.x.1 for the corresponding studies on their evaluation methodology, KPI, and performance evaluation results. Investigate the following aspects for other potential sub use case in AI 9.2.x.2. 
1) Potential performance gain (e.g., shown in preliminary evaluation results).
2) Feasible evaluation methodology and valid training data set (incl. training set generation methodology).  
3) Reasonable non-AI/ML-based baseline for performance gain analysis.
4) Potential specification impacts.
Note: Sub use cases without 3) and/or 4) will not be precluded. But target to limit the number of the representative sub use cases to 1 or 2 for each use case.
Proposal 2: Consider at least one among Option 1-3 for calibration of AI/ML evaluation.
· Option 1: Common dataset and reference model for calibration.
· Option 2: Common dataset without reference model for calibration.
· Option 3: Reference model without common dataset for calibration.
· Option 4: No calibration.
Proposal 3: The use of field data set can be considered in Rel-18 AI/ML study, but needs to be carefully evaluated. The field data set should provide fundamental generalization characteristics and reflecting typical 5G channel condition (e.g. captured from a number of cells covering various types of deployment scenarios) are qualified for the AI/ML training and testing.
Proposal 4: Focus on complexity evaluation for AI/ML inference. The AI/ML training complexity and AI/ML inference/training power consumption are not required as metric for evaluation.
Proposal 5: The computation complexity for an AI/ML algorithm can be evaluated in terms of FLOPs.
Proposal 6: For sub each use case, the maximum acceptable computation complexity can be defined based on the tolerable of inference latency for this sub use case.
Proposal 7: Study the collaboration levels for AI/ML inference and training separately. First identify the collaboration levels for AI/ML inference based on the agreement in RAN1#109-e. 
· FFS collaboration levels for training.
Proposal 8: Improve the collaboration levels for AI/ML inference as following.
1.	Level 0: No collaboration
2.	Level 1: Signaling-based collaboration without model transfer
· 1a: Signaling exchange before AI/ML inference (i.e. one-side AI/ML model inference)
· 1b: Signaling exchange before and during AI/ML inference (i.e. two-side AI/ML model inference)
3.	Level 2: Signaling-based collaboration with model transfer
· The above collaboration levels are not related to AI/ML model deployment
· Treat Level 1 with high priority.
· Model transfer in Level 2 is for model switching or updating.
Proposal 9: Study two types of AI/ML model transfer for inference:
· Type 1: Non-3GPP-based model transfer + model mapping for 3GPP-based model scheduling
· This is the default type.
· Type 2: 3GPP-based model transfer.
· Study required KPI (e.g. packet size, data rate, latency, reliability), so to select the design (e.g. in which layer/channel).
· Study model transfer format (if needed) to support 3GPP-based model transfer.
· FFS AI/ML model transfer for training with lower priority.
Proposal 10: Study the model deployment procedure separately from model transfer.
Proposal 11: Assume Non-3GPP-based model deployment as default.
· Study feasibility of 3GPP-based model deployment.
Proposal 12: In the early stage of Rel-18 study, prioritize study of the AI/ML inference over the study of AI/ML training.
· Study offline training with high priority and as the default training type.
· Offline training: An AI/ML training process that is performed in a non-operational environment (i.e., in a software development environment) based on collected data in non-real-time, and targets training a model for future inference.
Proposal 13: First agree on the most necessary notation and terminology list for categorizing/prioritizing AI/ML approaches.
· Prioritize the notation and terminology definitions for AI/ML inference over that for AI/ML training.
· FFS other notations and terminologies
Proposal 14: Further study the following gNB-UE signaling supporting AI/ML inference:
· Model activation/deactivation and switching
· Model configuration (if needed)
· Data exchange for two-side AI/ML inference
· Performance monitoring.
Proposal 15: Target to design a unified AI/ML inference monitoring mechanism supporting AI/ML model switching, model transfer and model re-training.
· Model re-training is considered with low priority.
· Consider communication performance-based metrics (e.g. MSE, BLER, throughput) as starting point.
· Study gNB-initiated and UE-initiated performance monitoring
· Study performance prediction mechanism for an unused model.
· Study evaluation methodology for performance monitoring approaches.
Proposal 16: Study on AI/ML training performance monitoring is low priority.
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