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1	Introduction
In RAN#94e, the new study item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved [1]. This is the first AI/ML study for 3GPP RAN1, and the intention is to explore the 3GPP framework for adopting AI/ML in the air interface. The study needs to investigate AI/ML model characterization, various levels of collaboration between UE and network, data sets for training/validation/testing/inference, life cycle management, etc. The investigation should also consider aspects such as performance, robustness, complexity, and potential specification impact.
One of the use cases identified for the pilot study is positioning accuracy enhancements [1]:
	Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels




In this contribution, the positioning use case and relevant sub use cases for positioning and enhancement areas will be discussed. 
As reference, in the first RAN1 meeting (RAN1#109e) for the AI PHY SI, the following agreements were made [8].
	Agreement
Study further on sub use cases and potential specification impact of AI/ML for positioning accuracy enhancement considering various identified collaboration levels.
· Companies are encouraged to identify positioning specific aspects on collaboration levels if any in agenda 9.2.4.2.
· Note1: terminology, notation and common framework of Network-UE collaboration levels are to be discussed in agenda 9.2.1 and expected to be applicable to AI/ML for positioning accuracy enhancement. 
· Note2: not every collaboration level may be applicable to an AI/ML approach for a sub use case

Agreement
For further study, at least the following aspects of AI/ML for positioning accuracy enhancement are considered.
· Direct AI/ML positioning: the output of AI/ML model inference is UE location
· E.g., fingerprinting based on channel observation as the input of AI/ML model 
· FFS the details of channel observation as the input of AI/ML model, e.g. CIR, RSRP and/or other types of channel observation
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement
· E.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement
· FFS the details of input and output for corresponding AI/ML model(s)
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· Companies are encouraged to clarify all details/aspects of their proposed AI/ML approaches/sub use case(s) of AI/ML for positioning accuracy enhancement 

Agreement
Companies are encouraged to study and provide inputs on potential specification impact at least for the following aspects of AI/ML approaches for sub use cases of AI/ML for positioning accuracy enhancement.
· AI/ML model training
· training data type/size
· training data source determination (e.g., UE/PRU/TRP)
· assistance signalling and procedure for training data collection
· AI/ML model indication/configuration
· assistance signalling and procedure (e.g., for model configuration, model activation/deactivation, model recovery/termination, model selection)
· AI/ML model monitoring and update
· assistance signalling and procedure (e.g., for model performance monitoring, model update/tuning)
· AI/ML model inference input
· report/feedback of model input for inference (e.g., UE feedback as input for network side model inference)
· model input acquisition and pre-processing
· type/definition of model input
· AI/ML model inference output
· report/feedback of model inference output
· post-processing of model inference output
· UE capability for AI/ML model(s) (e.g., for model training, model inference and model monitoring)
· Other aspects are not precluded
· Note: not all aspects may apply to an AI/ML approach in a sub use case
· Note2: the definitions of common AI/ML model terminologies are to be discussed in agenda 9.2.1




[bookmark: _Ref178064866]2	Discussion
Cellular based positioning methods were standardized for NR in Rel-16 and several enhancements were added in Rel-17. With the larger bandwidths typically available in NR, positioning performance has the potential to be more accurate than for LTE, but there are still challenges and impairments in real deployments that should be considered. As discussed during the definition of the study item [1], there is potential to improve positioning performance using AI/ML. 
2.1 Sub use cases and collaboration levels
The basic positioning methods defined for NR are multi-RTT, DL-TDOA, UL-TDOA, DL-AOD, UL-AOA, and E-CID (Cell ID). These methods are based on trilateration using range measurements, triangulation using angle of arrival/departure measurements, positioning estimation using range difference measurements and cell identity information combined with other measurement reports. Accurate measurements of time of arrival, time difference of arrival and arrival/departure angle are crucial to get accurate positioning estimation. It is also crucial to use measurements that are retrieved from line of sight (LoS) receptions. In heavy non-LoS (NLoS), it is difficult to correctly characterize if the measurement is LoS or NLoS and also challenging to achieve a sufficient number of LoS links for the positioning estimation procedure. 
Positioning use cases for Industrial IoT, railway, automotive, and commercial use have been defined by 3GPP in [2]. The SID [1] explicitly points out scenarios with heavy NLoS conditions for the positioning use case. It was, therefore, agreed in RAN1#109e that the Indoor Factory scenario is to be prioritized for evaluations. 
The categorization of sub use cases in RAN1#109e was discussed but not concluded. It was agreed that the AI/ML approaches can be categorized into at least the two following categories: direct AI/ML positioning and AI/ML assisted positioning. Several issues need further discussions: how to categorize sub use cases, AI/ML model inputs, applicable scenarios, and AI/ML model generalization. These aspects will be further discussed below.
On sub use case categorization the following options were discussed in RAN1#109e:
· Option 1: by (deployment) scenario, e.g., indoor factory, urban macro
· Option 2: by {input, output}
· Option 3: for estimation, tracking, prediction etc
· Option 4: by functionality that the AI/ML is intended to fulfil, e.g., LoS/NLoS classification, fingerprinting to directly estimate UE’s position
As stated in the email discussion [3], we believe that AI/ML sub use cases can be categorize by the functionality that they intend to fulfill. For each sub use case categorized based on functionality, different variations of {input, output} pairs exist. 
[bookmark: _Toc111224992][bookmark: _Toc110498608][bookmark: _Toc110505378][bookmark: _Toc110498609][bookmark: _Toc110505379][bookmark: _Toc110498610][bookmark: _Toc110505380][bookmark: _Toc110498611][bookmark: _Toc110505381]Categorize sub use cases for the positioning use case based on functionality that the AI/ML model is intended to fulfill.
The specified positioning solutions can be based on UE reports or gNB reports, so AI/ML models can be deployed and used for inference in UE and/or NW. Furthermore, AI/ML models can be one- or two-sided.
One of the objectives of the SID [1] is to identify various levels of AI/ML model collaboration for the selected use cases. The two main categories mentioned in the SID are No collaboration and Collaboration, where collaboration can be either separate or joint ML operations. The common aspects of collaboration levels and their categorization should be discussed in the general aspects agenda item. Use case specific aspects of collaborations should be discussed in relevant use case agenda items. It was agreed for the positioning use case to identify and discuss positioning specific aspects on collaboration levels.  We discuss common aspects of collaboration levels in our companion paper [4]. 
The case with two-sided AI/ML models with joint operation is the most complex case. For the positioning use case, we believe that one-sided AI/ML functionality has potential and is what should be the main priority to evaluate during the study item phase. Hence, we propose to focus on one-sided ML functionality for the positioning use case. 
[bookmark: _Toc111224993]Focus on one-sided ML functionality for the positioning use case. 
It is important to point out that also one-sided AI/ML models can be deployed on two sides, i.e., deployed both at the gNB and UE for one use case. The difference between a two-sided model and two one-sided models is that the each of the one-sided models (even if two models are used in the processing chain) can be trained and deployed independently, while the two-sided model requires joint training and inference. 
[bookmark: _Toc111224994]Deprioritize two-sided ML functionality, which requires joint training and inference. 

Furthermore, it is our understanding that the direct AI/ML approach can be enabled using a one-sided model, a joint two-sided model, or two one-sided models. The assisted AI/ML approach is typically enabled using a one-sided model. 
[image: ]
Figure 1 Direct AI/ML approach. a) A one-sided model. b) Can be either a two-sided model or two one-sided models.
[image: ]
Figure 2 AI/ML assisted approach, one-sided model.

In the following subsections, a number of enhancement areas for the positioning use case are discussed. 
2.2 AI/ML based candidate solutions
Based on the performance enhancement categories listed in the subsection above, AI/ML based candidate solutions can be discussed. Several different candidate solutions are presented in the following subsections.
For fingerprinting solutions, it is important to consider spatial correlation aspects between different drops of the scenario, to be able to evaluate how generic a solution is. For example, if site specific or cell specific training with site-specific LCM procedures is required for the AI/ML model to perform well. 
2.2.1 UE-based and gNB-based positioning
Both UE-side and network-side AI/ML models should be studied. For UE-sided models, the target UE uses AI/ML inference to obtain its position (direct AI/ML approach) or uses AI/ML inference to for example improve the accuracy of measurements (AI/ML assisted approach). For network-sided models, the gNB can use AI/ML to improve the accuracy of a measurement quantity (AI/ML assisted approach). The network node, LMF, can use AI/ML inference to estimate the location of the target UE (direct AI/ML approach). 
In terms of collaboration levels, the simplest option is to implement one-sided AI/ML without collaboration (i.e., implementation based AI/ML; no change to air interface compared to existing Uu). It is more relevant to RAN1 standardization to evaluate AI/ML models with certain level of collaboration (e.g., an AI/ML model residing on one side is provided with assistance information from the other side or AI/ML model transfer is involved). The evaluation work should include various collaboration levels, and companies should report the collaboration details (e.g., the assistance information details) in their evaluation.
[bookmark: _Toc100274246][bookmark: _Toc102134073][bookmark: _Toc111224995]The study considers both UE-side and network-side AI/ML for positioning enhancement.
[bookmark: _Toc100274247][bookmark: _Toc102134074][bookmark: _Toc111224996]The study considers both UE-based and network-based position estimation.
[bookmark: _Toc111119040][bookmark: _Toc111193554][bookmark: _Toc111193572][bookmark: _Toc111193595][bookmark: _Toc102134076][bookmark: _Toc111224997]Collaboration details (e.g., the assistance information details) of the evaluated AI/ML model is reported by participating companies.

2.2.1 ML based fingerprinting using UL CIR
[bookmark: _Hlk111194049]ML based fingerprinting solutions were discussed as one potential enhancement for the positioning use case during the SI definition phase [5] [6]. It is also discussed in our companion paper [7]. For example, channel impulse response reports from the UE can be used as input to an ML model on the NW side to estimate the UE position. However, transmitting full channel impulse responses over the air interface is not supported in the specifications today and would consume significant UL resources. Channel impulse response can also be measured in the gNB using UL reference signals. Using this approach, channel impulse response reports from the gNB can be used as input to an ML model on the NW side to estimate the UE position. 
[bookmark: _Toc111224819]For a CIR based ML fingerprinting solution, using UL CIR can be done using existing reference signals and does not require additional reports to be specified for the air interface.
An UL CIR based ML fingerprinting solution is an example of a direct AI/ML positioning approach. 
2.2.2 ML based positioning using existing measurement reports
NW based positioning using AI/ML models can be based on existing UE reports, for example RSRP measurements, time of arrival measurements, and angle of arrival estimates. 
Using signal strength reports from the UE, a pathloss (fingerprinting) map can, for example, be created and used for positioning estimation.
Using time of arrival or angle of arrival/departure estimates, an AI/ML model can be trained to estimate the UE position. The AI/ML model can be either generic or site specific. In the latter case, the solution would be a kind of fingerprinting solution using the measurement reports as input. 
Another option is to study AI/ML models for positioning that take several different reports as inputs. For example, an AI/ML model can be trained to estimate the UE’s position from angle of arrival and time of arrival information. 
The aforementioned examples follow the direct AL/ML positioning approach. For AI/ML assisted approach, the ML output can be used to generate measurement reports, replacing the conventional methods without affecting the interface (e.g., LPP, NPPa), as discussed below. 
2.2.3 ML based intermediate feature
Another enhancement area is to evaluate if AI/ML models can improve existing measurements that are used for positioning. For example, AI/ML models are used to improve time of arrival estimation accuracy, improved angle of arrival or angle of departure estimation accuracy, or improved LoS classification accuracy. These intermediate features can then be used in an AI/ML assisted approach to calculate the UE position using legacy positioning algorithms. The UE position can also be estimated using an AI/ML model with the intermediate features (measurements) as input (two one-sided models).  
2.2.4 General aspects of fingerprinting solutions
Fingerprinting-based positioning solutions involve training AI/ML models to directly estimate UE locations from measurement data. The AI/ML models are typically trained and deployed for specific deployments using measurement data from that deployment (e.g., SRS measurements with associated UE location labels). Fingerprinting based solutions have some important challenges that, we believe, will need to be addressed in this SI. 
· Scalability challenge: AI/ML models may need to be specifically trained for each deployment using labelled data from that deployment. AI/ML model LCM may then need complex procedures to deploy, evaluate, monitor, update many site-specific AI/ML models.
· Robustness to propagation environment changes: Over time the physical characteristics of the propagation environment will change (e.g., machinery within the factory will move). Fingerprinting solutions may be sensitive to such changes and, therefore, need sophisticated LCM (e.g., retraining and performance monitoring) solutions.

The overall complexity of AI/ML solutions (including LCM requirements) should be taken into account when standardizing new features. 
[bookmark: _Toc111224998]Study fingerprinting solutions that are robust to propagation environment changes and limit the required number of trained models that need to be supported.
2.2.5 Scenarios and model generalization
The following items need further discussion: input of AI/ML models, applicable scenarios, and model generalization.
For the AI/ML assisted positioning category, the models are typically one-sided, as discussed. Thus it is relatively easy to train, evaluate and update the ML model. Evaluation also shows that this approach has robust generalization capability. Considering these advantages, we propose to prioritize AI/ML assisted approach in the study.
[bookmark: _Toc111224999]Prioritize solutions where the intermediate feature output from AI/ML assisted models can directly be used as input to legacy positioning calculations.  
Input to the AI/ML assisted models can be any received signal or measurement. Also for the input options, we propose to prioritize existing signals and measurements. For example, the channel impulse response (in time or frequency domain), RSRP measurements, and angular measurement. 
[bookmark: _Toc111225000]Prioritize solutions where the intermediate feature input to AI/ML assisted models uses existing channel observations, for example channel impulse response (in time or frequency domain), RSRP measurements and/or angular measurements.
AI/ML assisted models produce (enhanced) measurements which are used in a legacy manner. The enhanced measurements can be both generic and site/deployment.  Reusing existing measurements (ML input and/or output) allows easy performance comparison between the legacy method and the AI/ML method.
For both approaches, generic models are expected to work well in the InF-DH scenario with 40% clutter density. For the InF-DH scenario with 60% clutter density, the LoS probability is very low, and it is expected that site or deployment specific models are required, i.e., it will be a kind of fingerprinting solution. For a summary of LoS probabilities, see Table 1. 
[bookmark: _Ref110331523]Table 1 Line of site probabilities for the InF-DH scenario
	Percentage
	UE with zero LOS links
	UE with exactly 1 LOS link
	UE with exactly 2 LOS links
	UE with more than 2 LOS links

	InF-DH, {40%, 2m, 2m}
	0.0
	0.06
	0.25
	99.7

	InF-DH, {60%, 6m, 2m}
	84.8
	15.0
	0.18
	0.0



[bookmark: _Toc111224820]For the InF-DH scenario with 60% clutter density, it is expected that site/deployment specific models with limited generalizability are required due to the low LoS probability.
[bookmark: _Toc111224821]For the InF-DH scenario with 40% clutter density, it is expected that generic models can be used. 

2.3 Specification impact
Specification impact is highly dependent on what AI/ML solutions and which respective collaboration levels that are agreed to be supported. For all the solutions, focus should be on extending existing interfaces to enable AI/ML based solutions. 
In the previous meeting it was agreed to study and report on potential specification impact for at least AI/ML model training (for example data collection aspects), AL/ML model indication/configuration, AI/ML model monitoring and update, AI/ML model inference input, AI/ML model inference output, and UE capabilities for AI/ML models. We propose to focus on model training and model inference to start with. Model indication/configuration and model monitoring and update are tightly connected to life cycle management (LCM) aspects which are treated in the general aspects agenda item. UE capability aspects are also treated in the general aspects agenda item and left out here at least for the time being.
Firstly, model inference for one-sided models is discussed. For the direct AI/ML approach using UE sided positioning, there is no RAN1 specification impact expected. For this case, proprietary models are most probably used in the UE. The UE can use existing reporting mechanisms (LPP) to report the position to LMF. 
For the direct AI/ML approach using NW sided positioning, there could be RAN specification impact. For this case as well, proprietary models are most probably used in the NW (gNB or LMF). If the model is deployed in the gNB, it needs to be studied how the UE position can be reported from gNB to LMF. If the model is deployed in the LMF and existing measurements are used (either from the UE or from the gNB), this can be done without any specification changes. If on the other hand new measurements are used as input to the model, it needs to be studied how these new measurements can be reported from UE or gNB to LMF. 
For the assisted AI/ML approach, proprietary models are most probably used in either the UE or the gNB. If the model output is measurements that are supported by the existing positioning protocols, no specification changes are required. If on the other hand the model output consists of new information/measurements, it needs to be studied how these measurements can be reported from UE or gNB to LMF.
For the case of two one-sided models, the specification impact is expected to be a combination of the cases discussed above (one-sided models). 
For the case of two-sided models (where two ML models need to be trained and deployed jointly), major standardization and specification impact is expected. 
Secondly, model training is discussed. For both UL (SRS) and DL (PRS) based positioning, UE provided information can for example be used for data collection. How to do this in an efficient manner and how to label the data should be discussed, but at this point we do not see any immediate RAN1 specification impact. 
In addition to impact on RAN1 specifications and positioning protocol impact, there might be impact on RAN4 specifications when it comes to test scenarios and performance requirements if for example ML models are used to reduce a measurement configuration density.
[bookmark: _Toc111224822][bookmark: _Toc110498602][bookmark: _Toc110505372][bookmark: _Toc111119031][bookmark: _Toc111193545][bookmark: _Toc111193586][bookmark: _Toc110498603][bookmark: _Toc110505373][bookmark: _Toc111119032][bookmark: _Toc111193546][bookmark: _Toc111193587][bookmark: _Toc110498604][bookmark: _Toc110505374][bookmark: _Toc111119033][bookmark: _Toc111193547][bookmark: _Toc111193588][bookmark: _Toc110498605][bookmark: _Toc110505375][bookmark: _Toc111119034][bookmark: _Toc111193548][bookmark: _Toc111193589]It is expected that AI/ML solutions will impact 3GPP specifications related to inference and testing phase. Procedures and protocols might be differently impacted depending on what positioning related enhancements are specified.  

[bookmark: _Toc111225001]Study enhancements of LPP and NRPPa protocols to support the NW side direct AI/ML approach.
[bookmark: _Toc111225002]Study enhancements of LPP and NRPPa protocols to support the NW side assisted AI/ML approach. 

Conclusion
In the previous sections we made the following observations: 
Observation 1	For a CIR based ML fingerprinting solution, using UL CIR can be done using existing reference signals and does not require additional reports to be specified for the air interface.
Observation 2	For the InF-DH scenario with 60% clutter density, it is expected that site/deployment specific models with limited generalizability are required due to the low LoS probability.
Observation 3	For the InF-DH scenario with 40% clutter density, it is expected that generic models can be used.
Observation 4	It is expected that AI/ML solutions will impact 3GPP specifications related to inference and testing phase. Procedures and protocols might be differently impacted depending on what positioning related enhancements are specified.


Based on the discussion in the previous sections we propose the following:
Proposal 1	Categorize sub use cases for the positioning use case based on functionality that the AI/ML model is intended to fulfill.
Proposal 2	Focus on one-sided ML functionality for the positioning use case.
Proposal 3	Deprioritize two-sided ML functionality, which requires joint training and inference.
Proposal 4	The study considers both UE-side and network-side AI/ML for positioning enhancement.
Proposal 5	The study considers both UE-based and network-based position estimation.
Proposal 6	Collaboration details (e.g., the assistance information details) of the evaluated AI/ML model is reported by participating companies.
Proposal 7	Study fingerprinting solutions that are robust to propagation environment changes and limit the required number of trained models that need to be supported.
Proposal 8	Prioritize solutions where the intermediate feature output from AI/ML assisted models can directly be used as input to legacy positioning calculations.
Proposal 9	Prioritize solutions where the intermediate feature input to AI/ML assisted models uses existing channel observations, for example channel impulse response (in time or frequency domain), RSRP measurements and/or angular measurements.
Proposal 10	Study enhancements of LPP and NRPPa protocols to support the NW side direct AI/ML approach.
Proposal 11	Study enhancements of LPP and NRPPa protocols to support the NW side assisted AI/ML approach.
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