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[bookmark: _Hlk510705081]RAN#95 approved a revised SID on XR Evaluations for NR [1] with the following objectives:
	4.1	Objective of SI or Core part WI or Testing part WI
The study is to be based on Release 17 TR 38.838, on corresponding Release 17 work from SA4 (as per SP-210043) and on Release 18 work from SA2 (as per SP-211166). 
Objectives on XR-awareness in RAN (RAN2):
· Study and identify the XR traffic (both UL and DL) characteristics, QoS metrics, and application layer attributes beneficial for the gNB to be aware of.
· Study how the above information aids XR-specific traffic handling.
Objectives on XR-specific Power Saving (RAN1, RAN2):
· Study XR specific power saving techniques to accommodate XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc...). Focus is on the following techniques:
· C-DRX enhancement.
· PDCCH monitoring enhancement.
Objectives on XR-specific capacity improvements (RAN1, RAN2):
· Study mechanisms that provide more efficient resource allocation and scheduling for XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc…). Focus is on the following mechanisms:
· SPS and CG enhancements;
Dynamic scheduling/grant enhancements.  



In this contribution we present our views on the enhancements related to capacity including SPS/CG, dynamic grant, link adaptation, restrictions due to RRM measurements, intra-UE multiplexing. 

SPS/CG enhancements
During RAN1 #109-e the following agreement has been made:
	Agreement
To study whether/how to support a candidate capacity enhancement technique for XR traffic based SPS/CG transmissions, companies are encouraged to consider the following studies:
· Study enhancements related to multiple PDSCHs SPS transmission occasions in a period
· Study enhancements related to multiple PUSCHs CG transmission occasions in a period
· Study enhancements related to dynamic adaptation of SPS/CG parameters/configurations
· Study enhancements related to non-integer periodicity for SPS/CG transmissions.
· Note: Other studies are not precluded, as well as the combination of the above studies.
Follow the common principle for assessment of the candidate capacity enhancement technique


In this section, we further discuss the enhancements related to SPS and CG. 

Discussion of enhanced SPS mechanisms
The current semi-persistent scheduling (SPS) has been identified as not being capable of efficiently serving XR traffic in its current form. Whether SPS is attractive to XR, as compared to dynamic scheduling, remains open. In short, the main characteristics of the current NR SPS are:
· SPS is a method where DL radio resources for sending one transport block with a regular time-periodicity is configured for a UE.
· Up to 8 simultaneous active SPS configurations can be configured for a UE (configured through RRC signaling) ​
· Periodicity of any integer of a slot (N*14). ​Minimum periodicity in Rel-15 is 10 ms​.
· Separate configuration (RRC-based) and activation/deactivation (PDCCH addressed to CS-RNTI can either signal and activate the configured downlink assignment or deactivate it)​.

It is evident that current SPS (with integer periodicity) does not support configurations that match the considered values of 60 fps, 90 fps, and 120 fps. Secondly, it is evident that the payloads coming with XR services are rather large; if the average source data rate e.g., equals 45 Mbps with 60 fps, the average payload size per frame equals 750 kbit. This is so large that in many cases will need to be transmitted to the UE in multiple transport blocks (TBs). This leads to consideration of SPS enhancements, where each SPS periodicity include resources for transmission of an integer number of TBs. Those may be time-domain consecutive resources. Or, if a UE is in Carrier Aggregation (CA) mode, consider enhanced SPS configurations where a single SPS config includes transmissions on multiple Component Carriers (CC). Furthermore, it should be recognized that incoming XR frames are subject to time-jitter variations and also payload size variations as per the agreed XR traffic models in 3GPP TR 38.838 [2]. Hence, the exact arrival time of XR frames and their size are not fully deterministic. For addressing such variations, it may be worth investigating solutions, where an existing SPS configuration could be (semi-)dynamically reconfigured on the fly, without having to fully release an existing one and setup of a new SPS configuration. We therefore suggest: 
Proposal 1: For making SPS applicable for XR use cases, the following candidate enhancements may be further studied for enhanced SPS (eSPS): (i) include broader set of periodicities that match XR fps settings, (ii) support for more than one transport block transmission per SPS periodicity, and (iii) options for dynamic change of an existing SPS configuration. Other SPS enhancements may also be considered.

However, for the enhanced SPS (eSPS) mechanisms - as discussed above – to be brought forward to the WI phase, a clear benefit should naturally be identified. Here we recommend that the performance of eSPS is compared against dynamic scheduling. While dynamic scheduling comes with dedicated DCI signaling for every TB transmission on the PDSCH, eSPS has the potential to save on dedicated DCI signaling (on PDCCH). In principle, eSPS transmissions does not include any DCI transmissions. But, it should be kept in mind that some DCI signaling is still required for the following cases:
1) HARQ retransmissions are always transmitted with dynamic scheduling, including DCI signaling.
2) When the gNB wants to modify the selected MCS for an eSPS allocation it requires DCI. This may e.g. be triggered by a UE experiencing a change in SINR.
3) When the gNB wants to modify the frequency allocation for the eSPS pattern it requires DCI signaling (e.g. due to larger changes in the XR payload size).
4) When the gNB wants to change the timing of the eSPS pattern (e.g. due to time-drift or jitter of the application), it will trigger additional signaling to the UE.
Below, we provide a numerical example to compare SPS and DG scheduling.
For dynamic scheduling, each transmission requires DCI transmission. Let us now consider the earlier agreed XR scenarios with 30Mbps XR service and 100MHz carrier bandwidth, a determine how many DCI transmissions are required per UE. Here we find that typically 132 transmission are required per second to have served each user dynamically scheduled. This number accounts for both first transmissions, and also the 10% probability of having HARQ retransmission. Note that this is based on the agreed XR traffic model, where XR frame size is a random truncated Gaussian distribution with mean = Av. Data rate/fps/8 [bytes] and STD = 10.5% of mean, (max, min) = (150%, 50%) of the mean. Hence, the 132 DCI transmissions indicates on average 132/60=2.2 DCI transmission per XR frame. 
For SPS, we have considered a case where two TBS transmissions are configured for the user every 16.6ms. Those do not required DCI transmission. However, any HARQ transmissions do require DCI transmission as sent with dynamic scheduling. We have optimized the MCS and frequency allocation size for the SPS allocations to best match the channel conditions and XR traffic. If an incoming XR frame is too larger to be fully transmitted within the configured SPS resources, the remaining data are sent with dynamic scheduling (with DCI transmission). With our assumed setting of the SPS resources, we find that there is 65% probability of this happening. On the contrary, if the incoming XR frame is smaller than the TBS(s) of the configured SPS resources, it is sent anyways in line with SPS allocation, applying simple zero padding to have it fit with SPS allocation. With our assumed setting of the SPS, we find that on average we utilize 94% of the allocated resources. Given these assumptions, we find that on average 26 DCI transmissions per second are needed for the SPS case. Those account for HARQ retransmissions and the dynamic transmissions of additional data that does not fit within the allocated SPS allocation. In summary, this means that for this particular example, we gain a factor of 132/26=5 of reduced number of DCI transmissions at the cost of operating at 94% resource efficiency. If e.g. only scheduling few UEs per TTI, typically 1 out of 14 symbols per slot are used for PDCCH, so it unleashes more resources for PDSCH transmission. Finally, use of eSPS may also help offload the otherwise busy gNB dynamic MAC scheduler. The example mentioned here is just to illustrate the potential pros and cons of eSPS for XR, while more detailed analysis is needed to justify further eSPS standardization. Moreover, with our assumed setting of SPS resources, we observe approximately 5.85% of the total power saving by avoiding frequent PDCCH monitoring. SPS may offer additional UE power saving opportunities as the UE needs to perform less PDCCH monitoring (as compared to DS cases), exact benefits to be further studied. 
Proposal 2: Potential eSPS standardization shall be justified by performance gains as compared to dynamic scheduling, considering KPIs such as XR capacity benefits, savings in DCI signaling overhead and potential UE power savings. Reporting of other KPIs is not excluded. 

Enhanced CG
Scheduling in UL can be realized by employing configured (CG) or dynamic grant. For CG based scheduling, the parameters are configured via RRC message. The actual uplink grant may either be configured via RRC (type1) or provided via the PDCCH (addressed to CS-RNTI) (type2). The main characteristics of NR Rel-16 UL CG are:
•	UL radio resources for sending one transport block with a regular time-periodicity is configured for a UE.
•	The periodicities are: 2, 7, n*14 symbols, where the range for n depends on configured SCS. 
•	Up to 12 configured grant configurations per BWP (configured through RRC signaling).
There are different types of traffic that may be present in UL for different application. Below, we briefly summarize the main characteristics as per TR 38.838 [2].
We start with a pose update/control information delivered by UE for various XR applications. The main characteristics of UL pose/control traffic can be summarized as follows:
· Packet with size of 100 bytes (as per Rel17 XR SI agreements); 
· Data rate of 0.2 Mbit/s (as per Rel17 XR SI agreements);
· Packet inter-arrival time is 4 ms with no jitter (as per Rel17 XR SI agreements);
· PDB of 10 ms.

For some of the applications (e.g., AR) there might be also a video in UL with parameters similar to DL:
· Non-integer periodicity (e.g., 16.6 ms for 60 fps);
· Large and varying video frame size (e.g., following Truncated Gaussian distribution with mean 20 kB for 60 fps and 10 Mbit/s);
· PDB requirements of 30 ms for AR

Analyzing the above, one can see that current CG solution may not be directly applicable to the case when the video is sent in UL. The limitations of CG in that case are similar to the one for SPS, where we have a large packet size that might require multiple TBs as well as non-integer periodicity. We thus propose the following to be considered:
Proposal 3: For making CG applicable for XR use cases, the following candidate enhancements may be further studied for enhanced CG (eCG): (i) include broader set of periodicities that match XR fps settings, (ii) support for more than one transport block transmission per CG periodicity, and (iii) options for dynamic change of an existing CG configuration. Other CG enhancements may also be considered.
Similar to the SPS, the CG enhancements shall be further motivated for further improvements.
Proposal 4: Potential eCG standardization shall be justified by performance gains as compared to dynamic scheduling, considering KPIs such as XR capacity benefits, savings in DCI signaling overhead and potential UE power savings. Reporting of other KPIs is not excluded. 

Dynamic grant enhancements
Multi-PUSCH/PDSCH scheduling
During RAN1 #109-e the following agreement has been made:
	Agreement
To study whether/how to support a candidate capacity enhancement technique for XR traffic based dynamic scheduling/grant transmissions, companies are encouraged to consider the following studies:
· Study enhancements related to extending capability of single DCI scheduling multi-PDSCHs/PUSCHs for FR2-2 to FR1/FR2.
· Note: whether and how to discuss enhancements may depend on the outcome of Rel-17 B52.6G UE feature discussion
· Study enhancements related to HARQ-ACK and/or CBG transmissions for single DCI scheduling one or multi PDSCH(s).
· Study enhancements related to allowing different configurations per PDSCH/PUSCH
· Study enhancement related to scheduling request and/or BSR with the focus on L1 enhancements.
· Note: Other studies are not precluded as well as the combination of the above studies.
· Follow the common principle for assessment of the candidate capacity enhancement technique.



Besides SPS/CG and dynamic scheduling of single PDSCH/PUSCH, one state of the art solution is multi-PUSCH/PDSCH scheduling with single DCI specified in Rel-16/17. The solution works as follows:
· A single DCI schedules multiple consecutive PUSCHs/PDSCHs;
· Time domain resources are indicated with a row of a preconfigured set of multiple SLIV allocations 
NDI and RV (1bit) are signaled per-TTI;
· HARQ process ID is signaled for the 1st TTI, and following HARQ process indices used for further TTIs;
· Both Type A and B (slot/mini-slot) allocations are supported;
· CBGTI not supported with multiple PUSCH/PDSCH.

Given a large size of one video frame (e.g., 62.5 kB for 60 fps and 30 Mbit/s) multiple TBs may be required to transmit one such video frame. In order to avoid a row of DCI commands scheduling the consecutive packets of a frame, a single DCI can schedule the resources for multiple PDSCH/PUSCH. However, not knowing the size of the frame in advance, it will be hard to predict how many slots are needed to transmit one frame. One possible solution is that there might be a number of packets in a buffer by the time of scheduling and gNB may schedule the slots based on this information. Another possibility is to schedule a minimum number of slots based on the minimum frame size if this information is available. Finally, if the exact frame size is known to a scheduler prior to scheduling, scheduler can assign the needed resources accordingly.
Proposal 5: Study if additional information is needed to allocate number of slots for multi-PDSCH/PUSCH scheduling to transmit an XR payload (e.g., no information is needed, minimum size of the packet, exact size of the packet, etc.).  

Current discussions on SPS/CG enhancements consider multi-PDSCH/PUSCH scheduling due to large frame size as well as more dynamic adjustment of the periodicity in case of changes in fps or adjustment of the drift due to periodicity mismatch. 
As alternative to that, the dynamic scheduling where multi-PDSCH/PUSCH is scheduled with single DCI can be easily extended with additional parameter – periodicity parameter, which indicates how many slots (or symbols) are left between allocations associated with different HARQ processes. That will solve the problems associated with SPS/CG, where we need multiple TBs as well as more dynamic change of periodicity in case of changes in fps.
With that, we will have the opportunity to schedule the XR frames by allocating the resources for one frame (multi PDSCH/PUSCH scheduling with single DCI) and repeating it for other upcoming XR frames with less DCI overhead through the periodicity parameter.
The benefits of the proposed solution are: (i) decreased number of DCIs; (ii) decreased power consumption as less PDCCH monitoring can be required; (iii) minimum changes to the specifications.
Proposal 6: Consider a periodicity parameter to multi-PDSCH/PUSCH scheduling with single DCI, where periodicity parameter indicates how many slots (or symbols) are left between allocations associated with different HARQ processes. 

Link adaptation enhancements
During RAN1 #109-e the following agreement has been made:
	Agreement
The following lists the candidate enhancements techniques for link adaptation to improve XR capacity that are proposed by companies RAN1#109-e. 
· At least the proponents are encouraged to justify the corresponding capacity benefits for XR traffic for considering potential study of these candidate enhancements techniques.  
· Delta MCS
· Soft HARQ-ACK feedback
· Cooperative MIMO scheme via precoding technique - bi-directional training
· Enhanced link adaptation for CBG-based transmission
· CSI report enhancements to address the different BLER requirements of different XR flows
· Follow the common principle for assessment of the candidate capacity enhancement technique.



Enhanced CQI feedback for CBG-based transmissions
As discussed at RAN1#109-e, there are opportunities to improve the XR capacity by relying on CBG-based transmissions if doing so in combination with enhanced link adaptation in the form of enhanced CQI feedback. This is considered attractive for XR cases where the transmitted payload (i.e. transport block – TB), is typically rather large, and hence retransmitting only the failed CBGs as compared to the full TB is a clear advantage.
The currently defined CQI feedback schemes for NR all rely on providing information to guide the gNB on the maximum modulation and coding scheme (MCS) that it can use without exceeding a certain first transmission BLER target. Such CQI solutions are attractive for the legacy HARQ transmission modes, where the full transport block (TB) is retransmitted in case of errors, and hence it makes sense to have CQI feedback that expresses the recommended MCS for a certain BLER of the first transmission of the TB. However, for CBG-based HARQ operation, the full TB is seldom retransmitted as only the potentially erroneously received CBGs are subject to retransmission. Given the large payloads for XR cases, CBG-based transmissions are therefore attractive as a mean to have resource efficient transmissions, and hence helps improve the overall capacity. However, in order to fully gain from CBG-based transmissions, we need to have efficient link adaptation. Our proposal is therefore to study an enhanced CQI (eCQI) scheme that guides the gNB on the maximum MCS scheme it can use while ensuring that only a certain maximum subset of CBGs will need retransmission with a controllable probability. E.g. have an eCQI scheme that guides the gNB to use a MCS index such that at most 4 CBGs (out of 8 CBGs) will require retransmission with P=0.1 probability (10%). This is clearly different from current CQI designs that only offers the possibility to select the MCS corresponding to a certain TB block error probability (BLEP), without controlling the CBG error probability and hence how many CBGs of a TB are in error.
Such an eCQI can be realized as follows: The gNB configures the UE to use eCQI (CBG optimized) reporting where the UE shall estimate highest supported MCS (expressed via a CQI index), assuming that downlink transmissions occupy a group of downlink physical resource blocks termed the CSI reference resource with M code block groups, while the error probability of at most N failed code block groups does not exceed P. Parameters M, N, and P are may configured by the network, or fixed to values that are attractive for XR services. The configuration of the UE to use eCQI may be conducted with RRC signaling (note that configuration of current CQI schemes for a UE to use is also via RRC).
The UE performs measurements on the CSI reference resources to determine the received post detection SINR (this is the same as done for the current legacy CQI schemes). Based on these measurements, the UE estimates the effective SINR for the M-different CBGs. The UE thereafter determine the highest MCS that it can support, while at most N of the M CBGs are in error with probability P. This may be implemented in the UE may having a table with CBG error rate vs effective SINR for the different MCS’s (just as current UE implementations has a table with effective TB error rate vs effective SINR). The reporting of the eCQI can be in the form of an eCQI index that points to a new eCQI table that enumerates the supported modulation scheme, effective code rate, and overall efficiency that it recommends the gNB to use for its PDSCH transmissions. 
Notice that the eCQI does not involve any changes to the definitions of CSI measurement resources, and it does not results in high uplink reporting overhead, as the eCQI also is just a pointer to a CQI index table. Hence, it requires only modest specification changes as building on the existing CQI measurement and reporting framework. We summarize the suggested eCQI as follows:
Proposal 7: An enhanced CQI (eCQI) shall be further considered, where the UE measures on the CSI reference resources to determine the highest supported MCS, while at most N out of M CBGs are in error with probability P. The reporting of the eCQI is in form of an index to an eCQI table. Other options for eCQI schemes to gain the most for CBG-based XR transmissions are not excluded.
[bookmark: _Int_sfx3pkwJ]
To quantify the benefits of the improved link adaptation for CBG-based transmissions from the eCQI, we have run a series of XR system-level simulations in line with the agreed assumptions (3GPP TR 38.838 [2]). 
	[image: ]
(a) AR/VR in FR1 at 30Mbps with X=99%
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(b) CG in FR1 at 30Mbps with X=99%


[bookmark: _Ref101273656]Figure 1. DL Capacity evaluation of the different link adaptation schemes (with/without eCQI) for CG traffic (Video Single-Stream) and AR/VR (Video Single-Stream) in Indoor Hotspot deployment in FR1 with X=99% of frames received within PDB and cells evenly loaded. The lower bound on the percentage of satisfied user is Y=90% (dashed line).
[bookmark: _Int_QeRZ1PjH]Figure 1 shows the percentage of satisfied users for Indoor Hotspot scenario in FR1 for different link adaptation algorithms with and without eCQI reporting. The detailed set of parameters is given in Appendix. For this simulation, a maximum rank of 2 is set, while a rank adaptation mechanism is used to assign variable number of streams to UEs. Moreover, the scenarios with data rate of 30Mbps with PDB = 10 ms for AR/VR and 15ms for CG are considered. Two different algorithms are compared: legacy link adaptation with TB-based transmission and legacy CQI reporting and enhanced link adaptation with CBG-based transmission and enhanced CQI reporting. The CQI mechanism in the first algorithm is set to fix the BLER of the first transmission to 10% for the TBs. On the other hand, enhanced link adaptation is working with a fixed CBG error probability to have at most N/M =25% failed CBGs. As can be seen from the figure, the number of satisfied users has been increased in both CG and AR/VR use cases. The main reason for this gain is due to the ability of the eCQI method to tolerate a certain probability of CBG failure, P, that can be compensated (via retransmission) with very small resource consumption. On the other hand, this tolerance allows the possibility of choosing much higher MCS indices compared to legacy CQI method, leading to much better resource efficiency outcome.

Discussion of soft HARQ feedback
Another method to improve the HARQ operation is to replace the Boolean ACK/NACK feedback with multi-bit feedback that expresses the decoder state information (DSI). The DSI conveys information on “how close” the receiver was at being able to correctly decode a failed HARQ transmission. DSI-rich HARQ feedback allows more accurate redundancy version matching of the retransmission. As an example, for the log maximum a-posteriori (LogMAP) receivers (decoder), the output LLRs (Log Likelihood ratios) can be used as an estimate of the DSI. Such options of HARQ enhancements were earlier studied for NR Rel-15 and Rel-16, but without being standardized, while instead the CBG-based HARQ enhancement got standardized (that also introduce multi-bit HARQ feedback in the form of per CBG ACK/NACK). For further studying soft HARQ feedback schemes with quantized feedback of DSI/LLRs, we therefore recommend that the CBG-based HARQ retransmissions is taken as the baseline reference. This is particularly relevant for XR use cases where the TB size is typically rather large, and hence CBG-based HARQ is attractive. 
Proposal 8: The baseline for comparing the potential performance benefits of soft HARQ feedback schemes (e.g. with quantized DSI/LLR feedback) shall be CBG-based HARQ as this one is attractive for XR cases with large TB sizes.

Scheduling restrictions due to RRM measurements
Scheduling restrictions due to intra-freq measurements (SMTC)
As discussed at RAN1#109-e, UEs performing RRM measurements does not come for free, as there are cases where this imposes scheduling restrictions. Either due to potential measurement gaps for inter-frequency RRM measurements, of alike restrictions for FR2 intra-frequency RRM measurements as is discussed in greater details in this section.

In line with the Rel-17 XR simulation assumptions (3GPP TR 38.838 [2]) for FR2, UEs are equipped with multiple antenna panels, where UEs may only be able to measure (and Tx/Rx) on a single panel at a time. The UE selects its best antenna panel for Tx/Rx with its serving cell based on local RRM (RSRP) measurements. The UE also perform intra-frequency RRM measurements for mobility and beam management purposes. However, for FR2 operation, it is important to notice that there are additional scheduling restrictions due to intra-frequency RRM measurements that challenge the XR performance. Notice that earlier FR2 XR performance results included in the Rel-17 XR TR 38.838 did not consider the effects of such measurement restrictions. 
As per the current NR specifications, the network configures the UE when to measure RSRP from e.g., SSBs by means of RRC signalling of the so-called SMTC (see section 5.5.2.10 in 38.331). The time-resolution of SMTC is on subframe level, corresponding to 1 ms intervals. It should be noted that the SMTC only instruct the UE when (in time domain) it could/should measure RSRP, while it is left completely open for UE implementation exactly when to measure, and which antenna panel to be used for conducting such measurement during those “SMTC measurement windows”. 
Scheduling restrictions apply for the UEs during time-intervals where it may be performing RSRP measurements as per the SMTC configuration appears in 38.133, Section 9.5.6.3. In particular for FR2 and L1-RSRP on SSB, “The UE is not expected to transmit PUCCH/PUSCH/SRS or receive PDCCH/PDSCH/CSI-RS….”. Typical network configurations use a setting with SMTC windows of 5 ms every 20 ms (aligned to SSB periodicity), meaning that this poses serious scheduling restrictions that likely challenge the networks capability to efficiently schedule and serve its XR users according to their QoS constraint, severely limiting the XR capacity if such scheduling restrictions are valid. Accounting that scheduling restrictions would apply on SSBs to be measured, starting from one symbol before and ending one symbol after, it in practice means that every slot where SSBs are to be measured is restricted from PDSCH perspective, resulting that nearly 20% of the time (i.e., SMTC windows of 5ms every 20ms time-period) can be blocked if 64 SSBs are to be measured. 
Secondly, current NR specs does not mention anything related to how/when the UE shall/may measure on different antenna panels, and when to only measure on its currently selected best antenna panel. The timing of the SMTC windows of 5 ms with scheduling restrictions, as well as the arrival of XR frames is illustrated in Fig. 2. As can be seen, the SMTC induced scheduling restrictions come every 20 ms, while the average XR frame inter-arrival time is 16.6 ms (assuming 60 fps). On top of that, each XR frame arrival is subject to +/-4ms jitter as illustrated with the dashed line. From that figure it is visible that the SMTC windows with scheduling restrictions often collides with time periods where the gNB would have preferred to schedule the XR transmission. This will impact the experienced XR QoE, as well as negatively impacting the obtained network XR capacity. 
[image: ]
Figure 2. Sketch of timing of SMTC windows with scheduling restrictions as well as arrival of XR frames.
In order to further assess the system-level performance degradation from the mentioned scheduling restrictions, we have been running a series of FR2 system-level simulations in line with the assumptions in 3GPP TR 38.838 [2]. We have conducted simulations without any scheduling restrictions (as companies also report in TR 38.838) and simulations with scheduling restrictions every 20 ms time period for an SMTC window of 5 ms. These simulations are conducted for traffic with a PDB of 10 ms and 15 ms and a source data rate of 30 Mbps, assuming the default setting of 60 fps. The simulated scenario is Dense Urban (DU) with details given in Appendix. Fig. 3 summarizes the performance, and it is clearly observed that including the effects of such scheduling restrictions will severely reduce the XR capacity. For these particular results, we observe an XR capacity reduction of 4 users per cell both for CG and AR/VR applications (i.e., from 10 CG users per cell down to 6 CG users per cell and 7 AR/VR users per cell down to 3 AR/VR users per cell) when accounting for the measurement restrictions. This leads us to draw the following observation:
Observation 1: Scheduling XR users with 60 fps according to the agreed QoS constraints in 3GPP TR 38.838 is seriously challenged for FR2 if subject to scheduling restrictions with SMTC windows of 5 ms every 20 ms time-period. System-level performance results confirm that this severely impacts network XR capacity.
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(a) CG in FR2 at 30Mbps with X=99%
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(b) AR/VR in FR2 at 30Mbps with X=99%


Figure 3. Percentage of satisfied XR users obtained from system-level simulations for DU at FR2 with 30 Mbps and PDBs of 10ms and 15 ms, with/without scheduling restrictions during SMTC windows of 5 ms for every 20 ms time period.

In order to overcome the problem of SMTC induced scheduling restrictions, we propose to further study a scheme where the gNB can configure a UE to prioritize decoding of potentially critical PDCCH/PDSCH transmissions from its serving cell, even if colliding with SMTC windows where the UE may perform RSRP measurements. This kind of configuration for the UE also serves as instructing to the UE to prioritize listening to its current best antenna panel for reception from its serving cell during such time-instances, so the UE does not switch panels at those times for RRM measurements. This would allow the gNB to configure UEs with a time-domain pattern to prioritize PDCCH/PDSCH decoding (even if colliding with SMTC windows) in coherence with the desired XR scheduling (transmission) opportunities. Furthermore, an on-demand solution where the gNB can signal to the UE to disregard scheduling restrictions shortly before entering a window of SMTC scheduling restrictions to de-active the restriction shall be considered. This would essentially allow the gNB to de-active the SMTC window (scheduling restrictions) that would otherwise prevent the gNB to timely schedule the XR payload(s). The impact on RRM measurement quality from occasionally relaxing scheduling restrictions during the configured SMTC windows should of course be studied as well. Given these considerations, we propose the following: 
Proposal 9: FR2 solutions for the gNB to instruct the UE to prioritize PDCCH/PDSCH decoding during a sub-set of SMTC windows shall be further studied such that XR payloads can be scheduled timely without unnecessary scheduling restrictions.

The current NR specs also allow the network to configure the UE with a search threshold (s-MeasureConfig) for a UE in connected mode to enable reduction of the intra-frequency measurement effort. 3GPP TS 38.331 defines:
· s-MeasureConfig: Threshold for NR SpCell RSRP measurement controlling when the UE is required to perform measurements on non-serving cells. Choice of ssb-RSRP corresponds to cell RSRP based on SS/PBCH block and choice of csi-RSRP corresponds to cell RSRP of CSI-RS 
[bookmark: _Int_UQJa6pnE]If the network has allowed the UE not to perform measurements on non-serving cells, including the intra-frequency neighbor cells, there may be unused scheduling opportunities in those cases where the UE is not performing intra-frequency measurements, but the network is not aware of this, and hence obeys the defined scheduling restrictions. It would therefore be an advantage to “build awareness” at the network on whether the UE performs intra-freq measurements (as per the s-MeasureConfig criteria), so it knows if scheduling restrictions apply. It is therefore proposed that the UE informs the gNB (network) when it is, or is not, having scheduling restrictions due to performing intra-frequency measurements if the UE is configured with s-MeasureConfig. Such UE to gNB signaling may be specified by means of PHY or MAC layer signaling. There needs to be one indication to inform when the UE applies the scheduling restrictions due to such RRM measurements, and one to indicate when such scheduling restrictions no longer applies. This way, the  gNB MAC scheduler can account for the potentially applied scheduling restrictions on UE (due to performing intra-frequency measurements), and benefit from the increased scheduling opportunities when no scheduling restrictions are present. This leads to the following proposal:
Proposal 10: For UEs that are configured with s-MeasureConfig, additional UE-to-gNB signaling shall be introduced to make the gNB scheduler aware of when scheduling restrictions apply. The solution may include signaling when the UE starts and stops making intra-freq measurements as per the s-MeasureConfig. Detailed solution is FFS.

Scheduling restrictions due to inter-freq meas. gaps
During RAN1 109-e the following agreement has been made:
	Agreement
The following lists the candidate enhancements techniques based on measurement-gap link to improve XR capacity that are proposed by companies RAN1#109-e. 
· At least the proponents are encouraged to justify the corresponding capacity benefits for XR traffic for considering potential study of these candidate enhancements techniques.  
· Dynamic L1 based MG activation/deactivation. 
· Reuse current R16/R17 RRM relaxation condition to allow scheduling in MG to transform the R16/R17 RRM power saving gain into capacity gain.
· Follow the common principle for assessment of the candidate capacity enhancement technique.




As discussed at RAN1 109-e, measurement gaps (MG) for performing inter-frequency RRM measurement will also induce scheduling restrictions, having alike negative effects as discussed in Section 5.1, for gap-assisted UEs (see e.g. 3GPP TS 38.300). Whether a measurement is non-gap-assisted or gap-assisted depends on the capability of the UE, the active BWP of the UE and the current operating frequency. For SSB based inter-frequency measurement, if the measurement gaps are required by the UE, a measurement gap configuration will be provided according to the information. Otherwise, a measurement gap configuration is always provided in the following cases: (i) if the UE only supports per-UE measurement gaps, (ii) if the UE supports per-FR measurement gaps and any of the serving cells are in the same frequency range of the measurement object. During inter-frequency measurement gaps, the UE is not schedulable. Typically, the network configures the UE to perform inter-frequency measurements more seldomly as compared to intra-frequency RRM measurements, for instance only if RRM measurement event A2 (serving cell quality is lower than threshold) is triggered, if the UE asked to start measuring cells on other frequencies for potential inter-frequency handovers. The leads to the following observations:
Observation 2: UEs that are configured with gap-assisted inter-frequency measurements are not schedulable during such gaps, and hence will impact the XR performance negatively as also reported in Section 5.1.
Observation 3: Inter-frequency measurement gaps are configured more seldomly for UEs as compared to intra-frequency RRM measurements (SMTC windows), and hence the problems associated with intra-freq RRM measurements (i.e. scheduling restrictions) shall be addressed first as discussed in Section 5.1).

A possible solution to address XR scheduling problems caused by the UE performing gap assisted inter-frequency measurement may encompass introducing on-demand mechanisms where the gNB can signal to the UE to skip the measurement gap shortly before entering such gaps, and hence enable scheduling of the UE during the gap. This would essentially allow the gNB to temporarily de-activate an inter-frequency measurement gap on-demand that would otherwise prevent the gNB to timely schedule the XR payload(s). The gNB would take advantage of such techniques when there are urgent XR data pending for scheduling that can not afford being postponed until after the measurement gap. The gNB-2-UE signaling for this may be realized via a new compact DCI format. We therefore propose:
Proposal 11: For UEs configured with inter-frequency measurement gaps, solutions where the gNB can signal the UE to skip a measurement gap or the UE can signal the intend to skip a measurement gap (to avoid scheduling restrictions) shall be further considered. The gNB-2-UE signaling for this may be realized via a new compact DCI format.

Intra-UE multiplexing enhancements
During RAN1 #109-e the following agreement has been made:
	Agreement
The following lists the candidate enhancements techniques to improve XR capacity that are proposed by companies RAN1#109-e.
· At least the proponents are encouraged to justify the corresponding capacity benefits for XR traffic for considering potential study of these candidate enhancements techniques.  
· [bookmark: _Hlk105413640]Inter-UE/intra-UE multiplexing techniques, including e.g. finer granularity preemption indication
· Follow the common principle for assessment of the candidate capacity enhancement technique.



Multi-reliability support with CBG transmission
In many practical scenarios, UEs receives data from various radio bearers (RBs). Intra-UE multiplexing packets from different radio bearers (RBs) into one transport block (TB) is supported by the current 5G NR specifications (3GPP TS 38.300 section 6.6) as it is increasing the efficiency as compared to separately transmitting data from different RBs in different TBs (using different scheduling grants). At RAN1 109-e there was an agreement to further study enhancements related to intra-UE multiplexing techniques, for the purpose of higher XR capacity, as we will be discussing the following. As already mentioned, our starting point is that transmission of one TB is limited to be sent with a single unique modulation and coding scheme (MCS), implying a single block error rate for the transmission. That is, if a TB e.g. include data from two RBs that have reliability targets of 0.001% and 10%, respectively, the selected MCS for the transmission needs to be chosen according to the most strict reliability of 0.001%, which is rather sub-optimal for sending the data of the RB with the 10% reliability target.
Observation 4: Intra-UE multiplexing data from different RBs with dissimilar reliability targets into one TB with a single MCS is not efficient. 
Observation 5: XR traffic is composed of several flows (e.g. video, audio, haptic, etc.) that require a wide range of reliability. Intra-UE multiplexing all these flows into one TB with a single MCS that is selected to satisfy the most strict reliability results in a poor link utilization and a lower user capacity.

In order to have a more flexible scheme that can support different reliabilities for different services, one way is to assign multiple MCS indices for one TB that has data from several RBs. As an example, and for the case of CBG-based transmission, while ensuring that each CBG (or group of CBGs) contains data from only one RB, each CBG (or group of CBGs) may have a different MCS depending on the 5QI of the data from corresponding RB. A schematic of such solution is shown in Figure 4, where a new DCI format is required to indicate the MCS index for each of the CBGs.

[image: ]
Figure 4. Enhanced PDSCH transmission to introduce multi-reliability support by having different MCS indices for each CBG.
The advantage of the proposed solution is that it enables optimized downlink transmissions of TBs with data from different RBs that have diverse reliability requirements. This will enable optimized TB transmission of XR traffic that contains audio and haptic data with different reliability targets (99.9% and 99.999%, respectively) as it is relevant for XR use cases [3]. This is a clear advantage as compared to today’s functionality, where the gNB has to select the MCS for TB according to the data in the TB with the most strict reliability constraints. It will also enable sending a TB with URLLC data in CBGs with a very conservative MCS as well as eMBB with in other CBGs with a more aggressive MCS to have higher spectral efficiency. Another alternative is to put data from each RB into one TB with a different MCS index and send them separately. However, this solution would require transmission of multiple DCIs (for each of the TBs) and therefore could cause additional delay with higher power consumption at the UE for staying online for a longer period due to multiple transmissions. Moreover, the resource efficiency will be lower due to transmission of TBs with smaller sizes.
Observation 6: Using different MCS index for each of the CBGs that contain data from a specific RB with a different reliability, can help in a more efficient resource allocation and possible capacity enhancement for the XR use cases.
Proposal 12: A new DCI format should be introduced to support different MCS index for each CBG in PDSCH. This new format can be an extension of Format 1_1 (see details in 3GPP TS 38.212 and 38.214) where additional fields express the MCS of each CBGs to ensure diverse reliability requirements.
Proposal 13: Reporting of several MCSs for one TB can be done in several ways. The simplest case can be to report one MCS index per CBG. This option will of course add more complexity compared to the current mechanisms but can be optimized in greater detail to avoid sub-optimal resource allocation. An alternative is to have a base MCS index as a default value for the TB and report delta MCS reported for each CBG. 
Proposal 14: In order to reduce the complexity at the receiver, other implementations may use a fixed modulation scheme and control the reliability by different code rates and thus reporting a base modulation of the TB, plus one code rate per CBG (or groups of CBGs).

CBG dependency within a TB 
As discussed in subsection 6.1, in many practical scenarios, each UE can receive data from several RBs. Data from each of these RBs may have different QoS requirements and is noted by 5G QoS Identifier (5QI). On the other hand, based on current specification (3GPP TS 38.300 section 6.6), Internet protocol (IP) packets from different RBs might end up in one MAC PDU and put together in one transport block (TB). This may highly effect delay-critical services such as XR when multiplexed with other types of traffic such as enhanced mobile broadband (eMBB). One key problem is that delay sensitive traffics suffer from unnecessary waiting time for reception of other traffic flows. This happens when all the CBs from one RB are received correctly, but one or more CBs from other RBs fail and are in the retransmission procedure. Therefore, all the CBs are buffered until all of them are received correctly, before being forwarded to upper layers for further processes. For the delay-sensitive traffic, this extra waiting time could result in missing the packet delay budget (PDB) deadline (e.g., 10 ms for XR type traffic) and eventually, missing the data while it was correctly decoded but buffered at the lower layer. The problem is even more severe for the case of delay critical services (e.g., 5QI index=85 with PDB=5 ms [3GPP TS 23.203]) multiplexed with other traffic types.
Observation 7: Multiplexing XR traffic with other non-delay-critical traffics (e.g. eMBB) in the practical use cases leads to an increased delay for the XR packets that can push many of them beyond their PDB and worsen the quality of experience of users.



Figure 5. An example of modified MAC PDU packet generation when RBs are mapped into different CBGs that can be forwarded independently to upper layers (if received correctly) without pending for the rest of PHY TB to be recovered.
In order to avoid such incidents where data from RB #X is received correctly and data from RB #Y is still waiting for a retransmission, one way is to handle data from each of these RBs independently. In other words, if the mapping of data from each of these RBs is in a way that they occupy certain CBGs (or CBs) and this mapping is reported to the receiver, this information can help to reduce the processing latency. More specifically, CBGs from one RB (CBG bundle) can be forwarded to higher layers for processing upon being decoded correctly. This action is independent of the reception of other CBGs (which are from other RBs). Therefore, delay-critical services such as XR can enjoy independent handling that can help keep their delay within the delay target.
Figure 5 shows a possible modification of traffic mapping from various RBs directly into CBG bundles. In this example, data from three different RBs are multiplexed into one PHY TB but with a clear mapping that allows independent handling of the CBGs from each of the RBs. The presented example is for DL. This indeed allows forwarding of the decoded CBGs from one bundle (or from the same RB) to upper layers for further processing. Another alternative is to put data from each RB into one TB and send them separately. This solution would require transmission of multiple DCIs (for each of the TBs) and therefore could cause additional delay with higher power consumption at the UE for staying online for a longer period due to multiple transmissions. Moreover, resource efficiency may degrade due to transmission of TBs with smaller sizes.  
Observation 8: Independent handling of traffic from multiple RBs can eliminate the additional waiting time experienced due to retransmission of a part of the TB that contains data from non-delay critical services. 
Proposal 15: A new DCI format should be introduced to show the dependencies between CBGs. This new format can be an extension of Format 1_1 (see details in 3GPP TS 38.212 and 38.214) where additional fields clarify the dependency information among the CBGs and indicate new data from each of the CBG bundles.
Proposal 16: CBG dependency information can be used at the UE receiver side to enable forwarding of the data from each RB to higher layers upon correct reception of it.


Conclusion
In this contribution, we discussed the solutions that can further improve the capacity performance and increase the number of satisfied UEs. 
The following observations have been made:
Observation 1: Scheduling XR users with 60 fps according to the agreed QoS constraints in 3GPP TR 38.838 is seriously challenged for FR2 if subject to scheduling restrictions with SMTC windows of 5 ms every 20 ms time-period. System-level performance results confirm that this severely impacts network XR capacity.
Observation 2: UEs that are configured with gap-assisted inter-frequency measurements are not schedulable during such gaps, and hence will impact the XR performance negatively as also reported in Section 5.1.
Observation 3: Inter-frequency measurement gaps are configured more seldomly for UEs as compared to intra-frequency RRM measurements (SMTC windows), and hence the problems associated with intra-freq RRM measurements (i.e. scheduling restrictions) shall be addressed first as discussed in Section 5.1).
Observation 4: Intra-UE multiplexing data from different RBs with dissimilar reliability targets into one TB with a single MCS is not efficient. 
Observation 5: XR traffic is composed of several flows (e.g. video, audio, haptic, etc.) that require a wide range of reliability. Intra-UE multiplexing all these flows into one TB with a single MCS that is selected to satisfy the most strict reliability results in a poor link utilization and a lower user capacity.
Observation 6: Using different MCS index for each of the CBGs that contain data from a specific RB with a different reliability, can help in a more efficient resource allocation and possible capacity enhancement for the XR use cases.
Observation 7: Multiplexing XR traffic with other non-delay-critical traffics (e.g. eMBB) in the practical use cases leads to an increased delay for the XR packets that can push many of them beyond their PDB and worsen the quality of experience of users.
Observation 8: Independent handling of traffic from multiple RBs can eliminate the additional waiting time experienced due to retransmission of a part of the TB that contains data from non-delay critical services. 

The following proposals have been made:

Proposal 1: For making SPS applicable for XR use cases, the following candidate enhancements may be further studied for enhanced SPS (eSPS): (i) include broader set of periodicities that match XR fps settings, (ii) support for more than one transport block transmission per SPS periodicity, and (iii) options for dynamic change of an existing SPS configuration. Other SPS enhancements may also be considered.
Proposal 2: Potential eSPS standardization shall be justified by performance gains as compared to dynamic scheduling, considering KPIs such as XR capacity benefits, savings in DCI signaling overhead and potential UE power savings. Reporting of other KPIs is not excluded. 
Proposal 3: For making CG applicable for XR use cases, the following candidate enhancements may be further studied for enhanced CG (eCG): (i) include broader set of periodicities that match XR fps settings, (ii) support for more than one transport block transmission per CG periodicity, and (iii) options for dynamic change of an existing CG configuration. Other CG enhancements may also be considered.
Proposal 4: Potential eCG standardization shall be justified by performance gains as compared to dynamic scheduling, considering KPIs such as XR capacity benefits, savings in DCI signaling overhead and potential UE power savings. Reporting of other KPIs is not excluded. 
Proposal 5: Study if additional information is needed to allocate number of slots for multi-PDSCH/PUSCH scheduling to transmit an XR payload (e.g., no information is needed, minimum size of the packet, exact size of the packet, etc.)  
Proposal 6: Consider a periodicity parameter to multi-PDSCH/PUSCH scheduling with single DCI, where periodicity parameter indicates how many slots (or symbols) are left between allocations associated with different HARQ processes. 
Proposal 7: An enhanced CQI (eCQI) shall be further considered, where the UE measures on the CSI reference resources to determine the highest supported MCS, while at most N out of M CBGs are in error with probability P. The reporting of the eCQI is in form of an index to an eCQI table. Other options for eCQI schemes to gain the most for CBG-based XR transmissions are not excluded.
Proposal 8: The baseline for comparing the potential performance benefits of soft HARQ feedback schemes (e.g. with quantized DSI/LLR feedback) shall be CBG-based HARQ as this one is attractive for XR cases with large TB sizes.
Proposal 9: FR2 solutions for the gNB to instruct the UE to prioritize PDCCH/PDSCH decoding during a sub-set of SMTC windows shall be further studied such that XR payloads can be scheduled timely without unnecessary scheduling restrictions.
Proposal 10: For UEs that are configured with s-MeasureConfig, additional UE-to-gNB signaling shall be introduced to make the gNB scheduler aware of when scheduling restrictions apply. The solution may include signaling when the UE starts and stops making intra-freq measurements as per the s-MeasureConfig. Detailed solution is FFS.
Proposal 11: For UEs configured with inter-frequency measurement gaps, solutions where the gNB can signal the UE to skip a measurement gap or the UE can signal the intend to skip a measurement gap (to avoid scheduling restrictions) shall be further considered. The gNB-2-UE signaling for this may be realized via a new compact DCI format.
Proposal 12: A new DCI format should be introduced to support different MCS index for each CBG in PDSCH. This new format can be an extension of Format 1_1 (see details in 3GPP TS 38.212 and 38.214) where additional fields express the MCS of each CBGs to ensure diverse reliability requirements.
Proposal 13: Reporting of several MCSs for one TB can be done in several ways. The simplest case can be to report one MCS index per CBG. This option will of course add more complexity compared to the current mechanisms but can be optimized in greater detail to avoid sub-optimal resource allocation. An alternative is to have a base MCS index as a default value for the TB and report delta MCS reported for each CBG. 
Proposal 14: In order to reduce the complexity at the receiver, other implementations may use a fixed modulation scheme and control the reliability by different code rates and thus reporting a base modulation of the TB, plus one code rate per CBG (or groups of CBGs).
Proposal 15: A new DCI format should be introduced to show the dependencies between CBGs. This new format can be an extension of Format 1_1 (see details in 3GPP TS 38.212 and 38.214) where additional fields clarify the dependency information among the CBGs and indicate new data from each of the CBG bundles.
Proposal 16: CBG dependency information can be used at the UE receiver side to enable forwarding of the data from each RB to higher layers upon correct reception of it.
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Appendix – Simulation settings for capacity enhancements

In this Appendix, we summarize the main simulation settings used for capacity enhancements evaluation.

Indoor Hotspot (InH) scenario
The carrier frequency is set to 4 GHz and 30 GHz for FR1 and FR2, respectively. System bandwidth is assumed to be 100 MHz for FR1 and for FR2 to compare achievable system capacity when propagation and antenna configuration change. Time division duplexing (TDD) is configured according to the first option, thus using “DDDSU” as radio frame. The smallest schedulable radio resource is the physical radio blocks (PRBs) of 12 subcarriers, each is of 30 kHz and 120 kHz for FR1 and FR2, respectively. The TTI size is set to 14 OFDM symbols, with one control symbol, always placed at the start of each TTI. The asynchronous HARQ Chase combing is adopted with maximum 3 HARQ retransmission before a packet is dropped (i.e., marked with an infinite radio latency). The transmit power of gNBs is set as follows: 31dBm with 100MHz (24dBm per 20MHz) in FR1, and 24dBm with (23dBm per 80MHz) in FR2. Table 1 lists the main parameters of the Indoor Hotspot deployment that are considered in this study.

[bookmark: _Ref68041500]Table 1 – Main parameters for Indoor Hotspot (InH) deployment 
	Parameter
	Value

	Layout
	· 120m x 50m, Single layer (indoor floor, open office)
· 12 cells/TRPs
· ISD: 20m

	Channel model
	InH

	Carrier frequency
	FR1: 4 GHz
	FR2: 30 GHz

	Subcarrier spacing
	FR1: 30 kHz
	FR2: 120 kHz

	System bandwidth
	FR1: 100 MHz
	FR2: 100 MHz

	BS height
	3 m

	UE height
	1.5 m

	BS noise figure
	FR1: 5 dB
	FR2: 7 dB

	UE noise figure
	FR1: 9 dB
	FR2: 13 dB

	BS receiver
	LMMSE-IRC

	UE receiver
	LMMSE-IRC

	Channel estimation
	Realistic (with ideal CSI)

	UE speed
	3 km/h

	MCS
	Up to 256QAM

	BS Tx power
	FR1: 31dBm (24dBm per 20MHz)
	FR2:  24 dBm (23dBm per 80MHz)

	UE Tx max power
	23 dBm

	TDD Frame structure
	DDDSU

	Cell Selection
	RSRP Slow Fading

	BS antenna configuration
	· Pattern: Ceiling-mount antenna radiation pattern
· Gain: 5 dBi
· Downtilt: 90°

	
	Configuration in FR1:
· 32 TxRU
· (M, N, P, Mg, Ng) = (4,4,2,1,1)
· (dH, dV) = (0.5, 0.5)λ
· (Mp, Np) = (4,4)


	Configuration in FR2:
· 2 TxRU
· (M, N, P, Mg, Ng) = (16, 8, 2,1,1)
· (dH, dV) = (0.5, 0.5) λ
· (Mp, Np) = (1,1)
Grid of Beams:
· Azimuth angles (degrees): 
{90, 90, 90, 112.5, 112.5, 112.5, 67.5, 67.5, 67.5, 140, 140, 140, 40, 40, 40}
· Elevation angles (degrees): 
{-30, 0, 30, -30, 0, 30, -30, 0, 30, -30, 0, 30, -30, 0, 30}

	UE antenna configuration
	· Pattern : Omni-directional,
· Gain : 0 dBi,
· Configuration :
2T/4R
(M, N, P, Mg, Ng) = (1,2,2,1,1) 
(dH, dV) = (0.5, 0)λ
(Mp, Np) = (1,2)
	· Pattern: UE radiation pattern model 1 (TR 38.901)
· Gain: 5 dBi
· Configuration (Option 1):
(M, N, P) = (1, 4, 2),
(dH, dV) = (0.5, 0)λ
(Mp, Np) = (1,1)
3 panels (left, right, top)

	Scheduler
	SU-MIMO, Proportional Fairness

	CSI acquisition
	Periodic CQI on 2 ms period

	PHY processing delay
	PDSCH decoding: 6 OFDM symbols

	PDCCH overhead
	Modelled

	Target BLER
	10% for first transmission

	Max HARQ transmission
	3

	HARQ scheme
	Chase combining




Dense Urban (DU) Scenario
The carrier frequency is set to 4 GHz and 30GHz for FR1 and FR2, respectively. System bandwidth has been fixed to 100MHz for both FR1 and FR2 to compare achievable system capacity when propagation and antenna configuration change. Time division duplexing (TDD) is configured according to the first option, thus using “DDDSU” as radio frame. The smallest schedulable radio resource is the physical radio blocks (PRB) of 12 subcarriers, each of 30kHz and 120kHz for FR1 and FR2, respectively. The TTI size is set to 14 OFDM symbols, with one control symbol, always placed at the start of each TTI. The asynchronous HARQ Chase combing is adopted with maximum 3 HARQ retransmissions before a packet is dropped (i.e., marked with an infinite radio latency). The transmit power of gNBs is set to 51 dBm (i.e., 44dBm for 20MHz). Table 2 lists the main parameters of the Dense Urban deployment that are considered in this study.

[bookmark: _Ref68044134]Table 2– Main parameters for Dense Urban deployment
	Parameter
	Value

	Layout
	21 cells with wraparound (ISD: 200m)

	Channel model
	Uma

	Carrier frequency
	FR1: 4 GHz
	FR2: 30 GHz

	Subcarrier spacing
	FR1: 30 kHz
	FR2: 120 kHz

	System bandwidth 
	FR1: Option 1: 100 MHz
	FR2: Option 1: 100 MHz

	BS height
	25m

	UE height
	hUT = 3(nfl – 1) + 1.5

	
	Outdoor: nfl = 1
	Indoor:
· nfl ~ uniform(1,Nfl)
· Nfl ~ uniform(4,8)

	BS noise figure
	FR1: 5 dB
	FR2: 7 dB

	UE noise figure
	FR1: 9 dB
	FR2: 13 dB

	BS receiver
	MMSE-IRC

	UE receiver
	MMSE-IRC

	Channel estimation
	Realistic (with ideal CSI)

	UE speed
	3 km/h

	MCS
	Up to 256QAM

	BS Tx power
	44 dBm per 20 MHz
51 dBm per 100 MHz

	UE Tx max power
	FR1: 23 dBm
	FR2: 23 dBm, maximum EIRP 43 dBm

	TDD Frame structure 
	Option 1: DDDSU

	Mechanical Downtilt
	Baseline: 12 degrees

	Cell Selection
	RSRP Slow Fading

	BS antenna configuration
	3-sector antenna radiation pattern, 8 dBi

	
	FR1: 32TxRUs (M, N, P, Mg, Ng; Mp, Np) = (8,2,2,1,1,8,2), (dH, dV) = (0.5λ, 0.5λ)
	FR2: 2TxRUs (M, N, P, Mg, Ng; Mp, Np) = (4,8,2,2,2;1,1), (dH, dV) = (0.5λ, 0.5λ)
Grid of Beams
· Azimuth angles: {33.75, 56.25, 78.75, 101.25, 123.75, 146.25, 33.75, 56.25, 78.75, 101.25, 123.75, 146.25} degrees
· Elevation angles: {-12.5, -12.5, -12.5, -12.5, -12.5, -12.5, -57.5, -57.5, -57.5, -57.5, -57.5, -57.5} degrees

	UE antenna configuration
	FR1: Omni-directional, 0 dBi
	FR2: UE antenna radiation pattern model 1, 5dBi

	
	FR1: 2T/4R, (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2), (dH, dV) = (0.5λ, -N/Aλ)
	FR2: (M, N, P)=(1, 4, 2), 3 panels (left, right, top)
(Mp, Np)=(1, 1)

	Power control parameter
	Open loop, Alpha = 1, P0 = -106 dBm

	Scheduler
	SU-MIMO, Proportional Fairness

	CSI acquisition
	Periodic CQI on 2 ms period

	PHY processing delay
	PDSCH decoding: 6 OFDM symbols

	PDCCH overhead
	Modelled

	Target BLER
	10% for first transmission

	Max HARQ transmission
	3

	HARQ scheme
	Chase combining
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