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Introduction
In RAN1 #109, the following agreements on general aspects of AI/ML Framework have been achieved.
	Agreement
Use 3gpp channel models (TR 38.901) as the baseline for evaluations. 
Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models

Working Assumption 
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.

Table: Working list of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function





Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.

Observation
Where AI/ML functionality resides depends on specific use cases and sub-use cases.

Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.



Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 




In this contribution, we provide some discussion on general aspects of AI/ML framework.
Collaboration Levels
In RAN1 #109, the following agreement on collaboration levels was achieved.
	Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 




One important aspect is whether the AI/ML is implemented based on a one-side operation or two-side operation. Such different options could have some impact on the signaling on AI/ML life cycle management. For example, if the AI/ML is in gNB side only, it may not be necessary for gNB to send signaling to UE with regard to AI/ML model activation/deactivation, AI/ML model selection and so on. While, if the AI/ML is in both gNB and UE side, the signaling could be different from the one side model, since gNB and UE should maintain the same understanding on AI/ML life cycle management. Therefore, it is not sufficient to differentiate the collaboration levels based on whether there is model transfer or not. 
In addition, the boundary between Level x and Level y is unclear. From the 3 use cases, CSI/BM/positioning, signal for measurement and report should always be needed.  Therefore, there is no actual use case without any collaboration. But the key point is whether both sides know the AI/ML is actually enabled, so that signaling on AI/ML life cycle management is needed. 
Based the discussion above, whether any life cycle management related signaling is needed should be the key factor to differentiate the collaboration. The collaboration level should be defined as follows:
· Level 0: Collaboration without AI/ML life cycle management related signaling and without AI/ML model transfer
· Level 1: Collaboration with AI/ML life cycle management related signaling and without AI/ML model transfer
· Level 2: Collaboration with AI/ML life cycle management related signaling and AI/ML model transfer

Proposal 1: Support the following collaboration levels for AI/ML:
· Level 0: Collaboration without AI/ML life cycle management related signaling and without AI/ML model transfer
· Level 1: Collaboration with AI/ML life cycle management related signaling and without AI/ML model transfer
· Level 2: Collaboration with AI/ML life cycle management related signaling and AI/ML model transfer

AI/ML Life Cycle Management
The AI/ML life cycle management (LCM) should include the following functions:
· Model transfer and update
· Model activation/deactivation
· Model performance validation
· AI/ML inference processes management
Model transfer and update
In RAN1 #109, the following conclusion has been achieved, where it is not expected to specify any AI/ML models.  Thus, for model transfer, the signaling would not be designed particularly based on one or s set of AI/ML models.
	Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.



Since AI/ML models are not expected to be specified, the model transfer and update procedure could be deprioritized. One possible way for model transfer is to introduce some reserved bits in RRC signaling for model downloading or UE capability signaling for model uploading. The interpretation of such reserved bits could be handled through IODT. For each use case, it is possible that more than one models may be configured, and one or more than one models may be activated. For example, for CSI compression, it is possible that multiple models could be configured and activated, where each model correspond to one rank.  
Proposal 2: Since AI/ML models are not expected to be specified, the model transfer and update procedure could be deprioritized.
Model activation and deactivation
Currently, AI/ML based CSI/BM/Positioning have been identified as the typical use case. In Rel-17, the AI/BM are designed based on CSI framework. For positioning, from some simulation results, it can be observed that some UE feedback, e.g. channel CIR, could be helpful to improve the performance. Such feedback can also be based on the CSI framework. Therefore, the gNB can configure different types of CSI-reportConfig, where some may be based on AI/ML. Then, the model activation and deactivation can be handled based on activation and deactivation of the CSI-reportConfig for AI/ML. 
Proposal 3: Study the AI/ML models management based on CSI framework, where the AI/ML model activation/deactivation can be based on activation/deactivation of the CSI-reportConfig for AI/ML based feedback.
Model performance validation
For AI/ML model performance validation, the non-AI based approach can be used. For example, for the performance validation for AI/ML based beam selection, the UE can measure the beam quality for AI selected beam and the AI/ML predicted beam and report some information related to assist the gNB to make a right decision on beam selection – whether to use the AI/ML predicted beam or not. The detailed performance validation could depend on the use cases. The performance validation could be transparent if the non-AI based measurement and AI/ML inference are implemented in one side. Only if the non-AI based measurement and AI/ML inference are in different sides, non-transparent performance validation could be necessary.
Proposal 4: Model performance validation should be based on the non-AI based measurement, which can be studied per use case.
UE types for AI/ML 
The AI/ML based operation may require UE to perform inference. A high-performance UE may use dedicated hardware, neural processing unit (NPU), to process the inference. However, a low-performance UE may use general processing unit (GPU) to handle such operation. The high-performance UE may be able to proceed the inference with a short processing delay, but it may not be able to process multiple AI/ML operations simultaneously since the number of NPUs could be limited. The low-performance UE may be able to process multiple AI/ML operations as it does for non-AI/ML based operations, e.g. CSI report with multiple CPUs. However, the low-performance UE may not be able to proceed the AI/ML based operation with a small delay. Thus, for AI/ML based operation, the following UE types should be considered:
· Type 1 UE (low performance UE): AI/ML based operation is based on general processing unit (GPU)
· Type 2 UE (high performance UE): AI/ML based operation can be based on neural processing unit (NPU)

Proposal 5: For AI/ML based operation, the following UE types should be considered:
· Type 1 UE (low performance UE): AI/ML based operation is based on general processing unit (GPU)
· Type 2 UE (high performance UE): AI/ML based operation can be based on neural processing unit (NPU)

Conclusion
In this contribution, we provided discussion on general aspects of AI/ML. Based on the discussion, the following proposals have been achieved.
Proposal 1: Support the following collaboration levels for AI/ML:
· Level 0: Collaboration without AI/ML life cycle management related signaling and without AI/ML model transfer
· Level 1: Collaboration with AI/ML life cycle management related signaling and without AI/ML model transfer
· [bookmark: _GoBack]Level 2: Collaboration with AI/ML life cycle management related signaling and AI/ML model transfer
Proposal 2: Since AI/ML models are not expected to be specified, the model transfer and update procedure could be deprioritized.
Proposal 3: Study the AI/ML models management based on CSI framework, where the AI/ML model activation/deactivation can be based on activation/deactivation of the CSI-reportConfig for AI/ML based feedback.
Proposal 4: Model performance validation should be based on the non-AI based measurement, which can be studied per use case.
Proposal 5: For AI/ML based operation, the following UE types should be considered:
· Type 1 UE (low performance UE): AI/ML based operation is based on general processing unit (GPU)
· Type 2 UE (high performance UE): AI/ML based operation is based on neural processing unit (NPU)

