3GPP TSG RAN WG1 #110		R1-2206185
Toulouse, France, August 22nd –26th, 2022

Source:	Panasonic
Title: 	Discussion on AI/ML for CSI feedback enhancement
Agenda Item:		9.2.2.2
Document for:	Discussion
Introduction
A new study item “Study on Artificial Intelligence and Machine Learning for NR air-interface” has been approved for Rel.18 [1]. The objective is to study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact. The initial set of use cases includes CSI feedback enhancement, beam management, and positioning accuracy enhancements. This document provide our view on AI/ML for CSI feedback enhancement.
Discussion
In RAN1#109e, on the AI/ML based CSI feedback enhancement, the following agreements and conclusions were made for sub use case selection.
Agreement:
· Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case.
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case.
Conclusion:
· Further discuss temporal-spatial-frequency domain CSI compression using two-sided model as a possible sub use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss improving the CSI accuracy based on traditional codebook design using one-sided model as a possible sub use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss CSI prediction using one-sided model as a possible sub use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss CSI-RS configuration and overhead reduction as a possible sub use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss resource allocation and scheduling as a possible sub use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss joint CSI prediction and compression as a possible sub use case for CSI feedback enhancement after evaluation methodology discussion.
Based on the agreements and conclusion in the last meeting, at least spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. The other sub use cases are concluded as possible sub use cases for further discussion after evaluation methodology discussion. Therefore, the rest of this contribution focuses on sub use case of spatial-frequency domain CSI compassion using two-sided AI model.
In RAN1#109e, the following agreement was made.
Agreement: 
· For the evaluation of the AI/ML based CSI compression sub use cases, a two-sided model is considered as a starting point, including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information.
· At least for inference, the CSI generation part is located at the UE side, and the CSI reconstruction part is located at the gNB side.
The above agreement can be basic principle of spatial-frequency domain CSI compression using two-sided AI model and it can be illustrated as Fig.1. At least AI.ML inference is located at both the UE and network. The input data would be raw channel matrix estimated by UE or eigenvector(s) of the raw channel matrix estimated by UE. UE’s inference (UE’s encoder) learns how to interpret the input and compress it to an “internal representation” defined by the bottleneck layer. UE feedback internal representations as CSI feedback. The network’s decoder takes the output of the encoder (the bottleneck layer) and attempts to recreate the input. Since AI/ML inference is employed at network and UE to compress CSI, network and UE need to synchronize the AI/ML model and/or parameters of the AI/ML model. How to align the model and other aspects such as scalability and life cycle management should be studied.

[image: ]
Fig.1 Spatial-frequency domain CSI compression using two-sided AI model

Training collaboration
CSI compression is realized by autoencoder. Autoencoder is typically trained end to end with a loss function to minimize the difference between input and reconstructed output. An auto-encoder has two main parts: an encoder that maps the original input into the “internal representation”, and a decoder that maps the “internal representation” to a reconstruction of the original input. Typically, the dimension of the “internal representation” can be smaller than the original input, and then, auto-encoder can realize the compression. An “encoder” of autoencoder corresponds to the UE’s processing in which the original input could be raw data (e.g., received CSI-RS value) or something after computation (e.g., channel coefficient measured from CSI-RS, eigen vector, or coefficients before calculating Type II codebook). The output of UE encoder, which corresponds to “internal representation” in autoencoder, is transmitted from UE and received at gNB. An “decoder” of autoencoder corresponds to the gNB’s processing in which the original input is reconstructed from the “internal representation”.
Since autoencoder is employed at both gNB and UE to compress CSI reporting, gNB and UE need to synchronize the parameters of AI/ML module i.e., training collaboration is necessary. For training collaboration following options should be studies.
· Option 1: Joint training of the two-sided model with model transfer to UE.
· Option 2: Joint training of the two-sided model with model transfer to network
· Option 3: Joint training in offline engineering with multi-vendor agreements
· Option 4: Separate offline training at UE side and network side for CSI feedback generation model / CSI reconstruction model respectively
In Option 1, the AI model is trained at network side and it (i.e., the CSI encoder) delivered to the UE (UE download AI model) via air interface. In Option 2, the AI model is trained at UE side and it (i.e., CSI decoder) delivered to the network via air interface. Option 1 and 2 involves air interface exchange of AI model and then, these options require some common AI inference algorithm and common reference hardware for model inference including bit length precision in order to obtain the same or similar output among different UEs with low complexity / low power consumption when the same input is provided. On the other hand, in Option 3, no model exchange is required after deployment (although model fine tuning would be necessary even after deployment). Option 4 also does not need model exchange. For the realization of Option 4, 3GPP may need to define some kind of requirement of CSI encoding by input and output relation, performance test or something else. In the defining the requirement, gNB feasibility based on the UE requirement is also checked. For operation, UE declares whether it satisfy the requirement or not and network enable AI/ML encoding if useful.
In our view, at least for rel.18/19, Option 3 and 4 might be feasible options. Large specification effort would be required for Option 1 and Option 2 since some common AI algorithm and common reference hardware for model inference should be discussed and agreed. However, Option 1 might be interesting / potential in the long-term as more flexibility of the operation from the network is possible. Option 2 might be risky option since network vendor could not rely on UE manufacture’s AI model as it might not consider overall network efficiency.
Proposal 1: The following training collaboration should be studied.
· Option 1: Joint training of the two-sided model with model transfer to UE.
· Option 2: Joint training of the two-sided model with model transfer to network
· Option 3: Joint training in offline engineering with multi-vendor agreements
· Option 4: Separate offline training at UE side and network side for CSI feedback generation model / CSI reconstruction model respectively
Observation 1: Option 3 and 4 of training collaboration might be feasible options at least Re.18/19 timeline from standardization effort perspective. Option 1 of training collaboration can be potential in the long-term.

Configuration and content for CSI report
The potential specification impacts related to the encoder input would be model input type / dimension / configuration. At least for Option 1 of training collaboration, since encoder / decoder is trained at the network, the network needs to know all required pre/post processing. If UE still choose the proper rank and corresponding model, CSI report can include the encoder output, plus RI and/or model ID. For Option 2 of training collaboration, since encoder / decoder is trained at the UE side, output format and pre/post processing should be part of UE report so gNB is aware how to process it. For Option 3 of the training collaboration, since decoder is trained via offline, the network would know the characters of decoders. If UE still chooses the proper rank and corresponding model, CSI report can include the encoder output, plus RI and/or model ID. For Option 4 of the training collaboration, AI-based codebook may need to be specified.
Proposal 2: For each option of training collaboration, configuration and content for CSI report should be studied.

Handling of rank of AI/ML model
Once an AI/ML model has been trained, the input and output dimension of AI/ML model needs to be fixed. For CSI feedback, the dimension of input and output depend on the number of CSI-RS antenna ports, sub-bands, and the number of feedback bits, etc. However, if one CSI compression model only can be used for one fixed set of configurations, UE and gNB would need to store plenty of CSI compression models applicable for various configurations. Therefore, it would be beneficial to consider scalability of the AI/ML model for CSI compression so that it can adapt to various configurations. One of example of scalability consideration could be the handling of rank. For the handling of rank of AI/ML mode, following options could be considered.
· Option A: Separate AI/ML model is trained and applied for each rank to perform individual inference.
· Option B: A unified AI/ML model is trained and applied for each rank to perform individual inference.
· Option C: A unified AI/ML model is trained and applied for adaptive ranks to perform inference.
For Option A, data shaping effort might be larger. The amount of data might also be larger since the amount of data might depend on not only number of antenna ports and number of sub-bands but also on number of supported ranks. In addition, separate AI module for rank decision and each rank operation is necessary. On the other hand, since single AI/ML inference can be handled for each rank, model generation and/or parameter tuning could be less complicated than Option 2 and 3. For Option C, the effort for data collection would be easier and single AI module may cover overall. The amount of the training data might depend on the number of antenna ports and number of sub-bands. Since single AI/ML inference needs to consider multiple rank, model generation and/or parameter tuning might be more complicated.
Proposal 3: For each option of training collaboration, handling of rank of AI/ML model should studied.

Life cycle management
In order to ensure availability of AI/ML model, the model performance needs to be monitored. UE and gNB should interact with some essential information related to the model, such as indicator related to model performance deterioration, information reflecting model performance and/or information related to both measurement results and inference results. For like cycle management, following solutions could be considered.
· Solution 1: gNB side performance monitoring
· 1-1: UE transmits encoder input as CSI report periodically or occasionally.
· 1-2: gNB may directly use system throughput or ratio of NACK.
· Solution 2: UE side performance monitoring
· 2-1: UE calculates decoder output using virtual decoder in UE.
· 2-2: UE may obtain the inference results indicated from gNB periodically or occasionally
· 2-3: UE may use PDSCH decoding performance as KPI.
For Solution 1-1, encoder input means raw channel matrix or eigenvector(s). The network calculates loss function between the received CSI report (e.g., raw channel matrix or eigenvector(s) from UE) and decoder output. If the network detects the deterioration, network disable the AI/ML based CSI feedback and/or trigger the model update. Instead of the feedback of raw channel or eigenvector, SRS measurement at gNB side may be used for feedback overhead reduction. For Solution 1-2, the UE calculates loss function between the virtual decoder output and input to the encoder. If the UE detects the deterioration, UE triggers AI/ML model failure. For both Solution 1 and Solution 2, after evaluation, the gNB or UE may send the performance report to the other side to facilitate the potential determination of model deactivation or switching. For Option 1 of training collaboration, since AI model is based on network side training, Solution 1 seems less cost / effort.
Proposal 4: The following options should be studied for life cycle management.
· Solution 1: gNB side performance monitoring
· 1-1: UE transmit encoder input as CSI report periodically or occasionally.
· 1-2: gNB may directly use system throughput or ratio of NACK.
· Solution 2: UE side performance monitoring
· 2-1: UE calculate decoder output using virtual decoder in UE.
· 2-2: UE may obtain the inference results indicated from gNB periodically or occasionally
· 2-3: UE may use PDSCH decoding performance as KPI.
Conclusion
In this contribution, we provide our view on AI/ML for CSI feedback enhancement. We made following proposals and observations.
Proposal 1: The following training collaboration should be studied.
· Option 1: Joint training of the two-sided model with model transfer to UE.
· Option 2: Joint training of the two-sided model with model transfer to network
· Option 3: Joint training in offline engineering with multi-vendor agreements
· Option 4: Separate offline training at UE side and network side for CSI feedback generation model / CSI reconstruction model respectively
Observation 1: Option 3 and 4 of training collaboration might be feasible options at least Re.18/19 timeline from standardization effort perspective. Option 1 of training collaboration can be potential in the long-term.
Proposal 2: For each option of training collaboration, configuration and content for CSI report should be studied.
Proposal 3: For each option of training collaboration, handling of rank of AI/ML model should studied.
Proposal 4: The following options should be studied for life cycle management.
· Solution 1: gNB side performance monitoring
· 1-1: UE transmit encoder input as CSI report periodically or occasionally.
· 1-2: gNB may directly use system throughput or ratio of NACK.
· Solution 2: UE side performance monitoring
· 2-1: UE calculate decoder output using virtual decoder in UE.
· 2-2: UE may obtain the inference results indicated from gNB periodically or occasionally
· 2-3: UE may use PDSCH decoding performance as KPI.
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