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Introduction
In previous RAN #109e-meeting, many agreements have been reached for the evaluation methodology and KPI part of AI for positioning accuracy enhancement, but very few essential conclusions have been made for the sub use cases and the potential specification impact, almost all the topics are still open for further study and discussion. 
In this contribution, the detailed views on sub use cases and potential specification impacts will be discussed.
Representative sub use cases
There is no concrete agreement or conclusion related to the sub use cases in the previous 109e-meeting. The agreements [1] were reached is as follows:
	Agreement
Study further on sub use cases and potential specification impact of AI/ML for positioning accuracy enhancement considering various identified collaboration levels.
· Companies are encouraged to identify positioning specific aspects on collaboration levels if any in agenda 9.2.4.2.
· Note1: terminology, notation and common framework of Network-UE collaboration levels are to be discussed in agenda 9.2.1 and expected to be applicable to AI/ML for positioning accuracy enhancement. 
· Note2: not every collaboration level may be applicable to an AI/ML approach for a sub use case
· 
Agreement
For further study, at least the following aspects of AI/ML for positioning accuracy enhancement are considered.
· Direct AI/ML positioning: the output of AI/ML model inference is UE location
· E.g., fingerprinting based on channel observation as the input of AI/ML model 
· FFS the details of channel observation as the input of AI/ML model, e.g. CIR, RSRP and/or other types of channel observation
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement
· E.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement
· FFS the details of input and output for corresponding AI/ML model(s)
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· Companies are encouraged to clarify all details/aspects of their proposed AI/ML approaches/sub use case(s) of AI/ML for positioning accuracy enhancement 



As we discussed in our previous contribution, the sub use cases can be divided into many categories, such as the location of the AI model, the reference signal used, or the AI model input/output. In order to match the agreements listed above as well as for brevity, only the following factors are discussed in this contribution:
· Collaboration Level
· Direct/Indirect (Assisted) AI Method
· Input/Output of AI Models
The other aspects such as the AI model location can be transparent to the categories above, e.g., gNB-based or UE-based fingerprint positioning model fall into the same group of collaboration level which share the similar AI framework and specification impact.

Collaboration Level
There are three collaboration levels (x, y, z) defined in the agreement of section 9.2.1, the differences among these 3 levels are whether the assisted information and model transfer are required when AI model is operating. The details can refer to the following agreement.
	Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 



Firstly, we prefer to exclude collaboration level z which requires model transfer during the operation of AI model for positioning accuracy enhancement. From our understanding, the model transfer has no relationship to the sub use case selection, the model will be trained and inferenced at only one network entity such as gNB or UE, the other side may transmit some assistance information as the model input or model management signaling but will not touch the model itself, so we consider the model transfer as completely different part from the model training or inference.
There can be potential sub use cases for both of the rest two collaboration levels. The AI model can take the original measurement results or intact CIR as input without any modification or enhanced management signaling, which can be seen as collaboration level X. On the other hand, AI model can also use some enhanced signal or report added upon the existing measurements for conventional methods as its input, which can be seen as collaboration level Y. The details will be elaborated in the specification impact part below.
Observation 1 The current collaboration level Z takes the model transfer as its criterion, which has no relation to the sub use case selection.
Proposal 1 The sub use cases for AI positioning are confined to AI model collaboration level X and Y. Level Z cases will not be considered at this stage.

Direct/Indirect AI Method
Both direct and indirect AI Model methods are worthwhile to have further study. The direct AI can make use of the channel information such as channel impulse response to deduce the UEs’ locations. The indirect AI can use multiple inputs to find the intermediate information which can be useful for the final location calculation. At the current stage, it is beneficial to focus on only 1 sub use cases of each category to save workload. The details of the sub use cases should be left for free. We prefer to have the following two sub use cases for further study.
To be noticed, there are also other indirect sub use cases listed in the agreement above, e.g., LOS/NLOS identification. We prefer not to deprioritize these sorts of sub use cases since they are more likely to be alternative solutions/implementations.
Proposal 2 Both direct and indirect AI/ML Positioning methods are worthwhile to study, and only one sub use case is selected for each category.

AI Model Input/Output
As we mentioned in the previous meeting, there are plenty of different kinds of input/output can be adopted for AI for positioning enhancement. It is not necessary to iterate all kinds of input/output at this stage. We propose to select the input and output of the AI model according to different collaboration levels and AI model methods, specifically, for indirect AI model method, the input and output selection must match the corresponding conventional methods.
Proposal 3 Companies are suggested to report the input/output of their selected AI/ML models for reference only.

Conclusion
Overall, the sub use cases selection should be based on 2 dimensions: collaboration level and AI model methods. And the purpose of having these 2 dimensions is to setup a general framework for potential specification impact of each sub use cases. 
Table 1 below gives an example of the selected sub use cases based on the above discussion.
Table 1 	Examples of selected sub use cases
	Method
	Collaboration Level X
	Collaboration Level Y

	Direct AI/ML Positioning
	CIR->Location without Assistance Information
	CIR->Location with Assistance Information

	Indirect AI/ML Positioning
	CIR->TDOA without Assistance Information
	CIR->TDOA with Assistance Information




Potential Specification Impact
The potential specification impact is highly dependent on the type of the sub use cases; one agreement reached in the last meeting.
	Agreement
Companies are encouraged to study and provide inputs on potential specification impact at least for the following aspects of AI/ML approaches for sub use cases of AI/ML for positioning accuracy enhancement.
· AI/ML model training
· training data type/size
· training data source determination (e.g., UE/PRU/TRP)
· assistance signalling and procedure for training data collection
· AI/ML model indication/configuration
· assistance signalling and procedure (e.g., for model configuration, model activation/deactivation, model recovery/termination, model selection)
· AI/ML model monitoring and update
· assistance signalling and procedure (e.g., for model performance monitoring, model update/tuning)
· AI/ML model inference input
· report/feedback of model input for inference (e.g., UE feedback as input for network side model inference)
· model input acquisition and pre-processing
· type/definition of model input
· AI/ML model inference output
· report/feedback of model inference output
· post-processing of model inference output
· UE capability for AI/ML model(s) (e.g., for model training, model inference and model monitoring)
· Other aspects are not precluded
· Note: not all aspects may apply to an AI/ML approach in a sub use case
· Note2: the definitions of common AI/ML model terminologies are to be discussed in agenda 9.2.1



The above agreement contains too many items which appears to be complicated. From our point of view, the potential specification impact can be elaborated based on different collaboration levels. According to the observations of multiple companies including us, the RAN1 specification impacts can only be witnessed during the inference phase of AI models, however we will also discuss the online training for positioning accuracy enhancement. 

Collaboration Level X
For the former case, there is no enhanced signaling or data transmission via air interface to enabling or optimizing the AI model inference process, the network entities in which AI models are deployed will consider AI/ML as one of the implementation technics which is transparent to the positioning framework and the other side of the air interface cannot even percept it. However, due to the unique characteristics of the AI/ML algorithm, there still could be some specification impact of model generalization, model monitoring and model selection, the involved possible signaling may include:
· Device capabilities request, feedback, and report.
· Model selection or switching and related data collection request and configuration.
· Model generalization related information report.
Proposal 4 For the sub use cases of collaboration level X, the potential specification impacts can be limited to lifecycle-related such as model generalization, selection, and monitoring.

Collaboration Level Y
According to the definition of the collaboration level Y, there must be some assist or enhanced signaling to enable the AI model operation, therefore, the major specification impact is the assistance information which is vital for the AI model inference process. This kind of assistance information can be commonly seen for the cases that AI model and measurement deployed in different network entities.
The possible assistance information may include:
· Enhanced measurement request, feedback, and report, e.g., the gNB can send PRS to UE and configure the UE to perform requested measurement types in given format.
· Request, feedback, and report of additional useful information which is not from the measurement (such as beam info) but is necessary for the AI model optimization.
· Request and feedback of the indirect AI model output type and format.
· Request of the AI model parameter selection, configuration and post-processing.
Besides, the signaling for model generalization, model monitoring and model selection is also useful for sub use cases of collaboration level Y.
Proposal 5 For the sub use cases of collaboration level Y, the potential specification impacts can be lifecycle-related and additional assistance information.

Online training and fine-tuning
Online training is one of the most controversial in the AI/ML topic, there have been a majority of discussions related to the details on how to implement the online training for different use cases. We prefer not to spend too much time on it at this stage since it may cause fundamental structural modifications of the current specifications and beyond the scope of the current product design paradigm.
For the use case of AI positioning accuracy enhancement, it is highly unlikely that online training is possible due to the difficulty of fetching ground truth (label) data in live network. There was a subtopic “PRU (positioning reference unit, or reference device) discussed in R16 and R17 NR positioning enhancement however the conclusion is that no specification impact can be introduced by PRU in both RAN1 and RAN3. Moreover, even if the PRU can be triggered in the live network, the locations of these PRUs still rely on the conventional positioning methods or other non-RAT methods such as LIDAR and GNSS, neither the accuracy of these locations can be guaranteed, nor there are enough amounts of the available labels for a valid model online training or re-training.
Fine-tuning also requires some online interactions between network entities, but the amount of data required are relatively smaller than online-training, and it does not require rigid real time action and modification of the AI model structure. Therefore, we consider fine-tuning as one of the potential solutions to deal with the model generalization issue.
The potential specification impacts of the fine-tuning may include:
· Identification and report of the valid devices to provide fine-tuning data.
· Dynamic data collection procedures.
· Model updating and parameter transmission.
Proposal 6 Study the fine-tuning procedures and related specification impact which requires online interactions via air interface.
	
Conclusion
Observation 1 The current collaboration level Z takes the model transfer as its criterion, which has no relation to the sub use case selection.
Proposal 1 The sub use cases for AI positioning are confined to AI model collaboration level X and Y. Level Z cases will not be considered at this stage.
Proposal 2 Both direct and indirect AI/ML Positioning methods are worthwhile to study, and only one sub use case is selected for each category.
Proposal 3 Companies are suggested to report the input/output of their selected AI/ML models for reference only.
Proposal 4 For the sub use cases of collaboration level X, the potential specification impacts can be limited to lifecycle-related such as model generalization, selection, and monitoring.
Proposal 5 For the sub use cases of collaboration level Y, the potential specification impacts can be lifecycle-related and additional assistance information.
Proposal 6 Study the fine-tuning procedures and related specification impact which requires online interactions via air interface.

Reference
[1] RP-221347, Status report for SI Study on AI/ML for NR air-interface; rapporteur: Qualcomm, 3GPP TSG RAN Meeting #96, Budapest, Hungary, June 6-9, 202

