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Introduction
In previous RAN #109e-meeting, many agreements [1] have been reached for the evaluation methodology and only few points left for further discussion. This contribution gives Fujitsu’s views and provides preliminary simulation results based on the agreed EVM.

Evaluation Methodology
In the last meeting, many agreements have been made to define the evaluation methodology for the AI positioning accuracy enhancements. We consider the current evaluation methodology is sufficient for the simulation work during the study item so no need to modify or add new items for it. There are several options can be chosen for the parameters given by the agreed EVM tables, companies are encouraged to have more evaluations on iterating those options.

KPI
There is no further doubt that horizontal and vertical positioning accuracy are adopted to be the KPI for evaluating this use case. On the other hand, how to define undisputed model complexity and computational complexity KPIs are still not clear. The agreement below gives an FFS to continue the discussion.

	Agreement
For evaluation of AI/ML based positioning, the KPI include the model complexity and computational complexity.
· FFS: the details of model complexity and computational complexity



Multiple KPIs has been proposed as the potential candidates for the model complexity and computational complexity such as FLOPs, number of model parameters, power consumption, storage needed and latency. For positioning case, the latency is the most important factor, but the evaluation of latency involves an entire chain across multiple network entities in which most of its parts are beyond RAN1 scope of discussion.
Therefore, we prefer to select FLOPs (Floating point of operations) as the KPI for evaluating the model and computational complexity which will directly affect the speed of the model running and consequently be related to the latency caused by the AI/ML models. Number of model parameters can be reported optionally because it can reflect the storage space needed of the model but no direct relationship with the model latency.
We have noticed that the exact values of the FLOPs for different models and products may be subjected to hardware and software implementation, so maybe some extra solutions need to be raised to deal with it such as setting some soft thresholds and margins to judge if the model is too complicated or power-consuming, the numbers of the thresholds can be multiple which corresponds to different tolerance levels under different scenarios. The details should be further studied. However, the details of these solutions also have some ambiguities which may trigger multiple discussions and may cost too much time on those trivial points which will have no strong impact on evaluating the model complexity and computational complexity. As an alternative way, companies are encouraged to report other optional KPIs which can partly reflect the complexity of the AI/ML models for reference only.
Proposal 1 Floating point of operations is suggested to be used as the KPI for evaluating both the model complexity and computational complexity. Others such as the number of model parameters are encouraged to report optionally.

Preliminary simulation results
The simulation was conducted according to the evaluation methodology agreed in the last meeting. There are plenty of conventional positioning methods can be chosen as the baseline of the simulation, for the purpose of simplicity and generality, we selected downlink TDOA by using the first path detected in the CIR to find the final UE locations.
Two AI methods have been chosen to be presented here, one is direct AI which uses CIR as its input to calculate the UE location directly, the other is indirect AI which needs to find the more accurate TOA first by AI and then calculate the UE locations by conventional methods. 
Direct AI positioning
The simulation is based on the CIR matrix generated by system-level simulation according to the evaluation methodology agreed in the previous RAN1 109e meeting.
The input and output are CIR matrix and the exact 2D coordinates of each UE respectively. The non-AI DL_TDOA method uses the same CIR matrix to detect the peak of the first path of arrival for each gNB<->UE pair and calculate the location by solving the equations by Taylor-based iterative algorithms. 
Please note that the statistical curve for Non-AI-DL-TDOA was sketched based on all the UE drops from the datasets (no split between training/inference/validation), on the other hand, the AI results are only for the inference dataset.
Figure 1 shows the performance of the direct AI and conventional DL-TDOA methods for positioning.
[image: 图表

描述已自动生成]
Figure 1	Positioning accuracy CDF of direct AI and DL-TDOA

The percentiles for both the AI and Non-AI methods simulation results are listed in Table 1 below:

Table 1 	Simulation results percentiles of the direct AI method and non-AI DL-TDOA

	
	50%
	67%
	80%
	90%

	Direct AI
	2.51
	3.25
	4.08
	5.42

	Non-AI DL_TDOA
	8.97
	12.55
	17.32
	23.13


From the results we can have the following observation:

Observation 1 The SLS simulation results of InF-DH scenario by using direct AI method (CIR) is 5.42m in terms of 90% percentile of the positioning accuracy, a dramatic performance improvement can be witnessed compared to the 23.13m for the conventional DL_TDOA method. Statistically, the positioning accuracy can be improved by more than 75% by using direct AI method. 
Indirect AI positioning
The simulation is based on the CIR matrix generated by system-level simulation according to the evaluation methodology agreed in the previous RAN1 109e meeting.
There are multiple possibilities to perform the indirect AI positioning method by using the CIR matrix, we selected AI-TOA as our choice, the CIR matrix for each gNB-UE pair is normalized first to make sure the 0 tap of the CIR to be set to the starting point of the transmitting time of the gNB.
The labels of the AI model are found by the multiplications of the speed of the light and the distance between gNBs and UEs.
Figure 2 shows the performance of the indirect AI and conventional DL-TDOA methods for positioning.
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Figure 2	Positioning accuracy CDF of indirect AI and DL-TDOA

Not all the AI model output are used for the final location calculation, because the conventional method such as Taylor is able to use only few neighbor gNB to solve the equations.
The percentiles for both the AI and Non-AI methods simulation results are listed in Table 2 below:

Table 2 	Simulation results percentiles of the indirect AI method and non-AI DL-TDOA

	
	50%
	67%
	80%
	90%

	Indirect AI
	4.12
	5.61
	7.24
	10.05

	Non-AI DL_TDOA
	8.97
	12.55
	17.32
	23.13



From the results we can have the following observation:

Observation 2 The SLS simulation results of InF-DH scenario by using indirect AI method is 10.05m in terms of 90% percentile of the positioning accuracy, a dramatic performance improvement can be witnessed compared to the 23.13m for the conventional DL_TDOA method. Statistically, the positioning accuracy can be improved by more than 50% by using indirect AI method. 

Conclusion
Proposal 1 Floating point of operations is suggested to be used as the KPI for evaluating both the model complexity and computational complexity. Others such as the number of model parameters are encouraged to report optionally.
Observation 1 The SLS simulation results of InF-DH scenario by using direct AI method (CIR) is 5.42m in terms of 90% percentile of the positioning accuracy, a dramatic performance improvement can be witnessed compared to the 23.13m for the conventional DL_TDOA method. Statistically, the positioning accuracy can be improved by more than 75% by using direct AI method. 
Observation 2 The SLS simulation results of InF-DH scenario by using indirect AI method is 10.05m in terms of 90% percentile of the positioning accuracy, a dramatic performance improvement can be witnessed compared to the 23.13m for the conventional DL_TDOA method. Statistically, the positioning accuracy can be improved by more than 50% by using indirect AI method. 

Appendix:

A1 Evaluation Methodology
In addition to the table agreed in the previous meeting, more simulation parameters can be found in Table A-1 below:
Table A-1 	Additional simulation parameters
	UE distribution
	Whole hall area

	Spatial consistency
	No

	Sync Errors
	No

	DL_TDOA Super-Resolution
	No

	DL_TDOA Noise Suppression
	No

	CIR Taps
	256



The UE distribution illustration can be seen as the following Figure A-1 (for brevity, not all UEs are depicted):
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Figure A-1 	The simulated UE distribution

A2 AI Model Parameters
Direct AI
CIR-based model makes use of the spatial correlation among CIR taps therefore CNN has been adopted as part of the model, RES structure is utilized for obtaining certain depths of the model. Details can be found in Figure A-2 below:
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Figure A-2 	The direct AI model structure

The basic model parameters can be found in Table A-2 below:
Table A-2	 Direct AI model parameters
	Dataset Size
	90000 (81000/9000 for Training/Testing)

	Cost Function
	MSE

	Training Epoch
	<50

	Optimizer
	Adam

	Learning Rate
	0.00005

	FLOPs
	1.14M



Indirect AI
Each CIR vector can be used to calculate the corresponding TOA, so no CNN will be used only multiple DNNs are performed. Details can be found in Figure A-3 below:
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Figure A-3 	The indirect AI model structure

The basic model parameters can be found in Table A-3 below:
Table A-3 	Indirect AI model parameters
	Dataset Size
	90000*18 (81000*18/9000*18) for Training/Testing)

	Cost Function
	MAE

	Training Epoch
	<50

	Optimizer
	Adam

	Learning Rate
	0.0001

	FLOPs
	0.296M



Only part of the AI model output will be sent to the calculation of the next step, the selection of the neighbor gNB is based on the order of received power.

Reference
RP-221347, Status report for SI Study on AI/ML for NR air-interface; rapporteur: Qualcomm, 3GPP TSG RAN Meeting #96, Budapest, Hungary, June 6-9, 2022
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