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1. [bookmark: OLE_LINK1][bookmark: OLE_LINK2]Introduction 
In RANP#95e meeting, a revised study item on XR enhancements for NR was approved [1]. The study is to be based on the outcome of Release 17 study item [3], on corresponding Release 17 work from SA4 [4] and on Release 18 work from SA2 [5]. The study item addresses XR-awareness in RAN, XR-specific power saving, and XR-specific power saving.  The objectives on XR-specific capacity improvements (RAN1, RAN2):
· Study mechanisms that provide more efficient resource allocation and scheduling for XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc…). Focus is on the following mechanisms:
· SPS and CG enhancements
· Dynamic scheduling/grant enhancements.
In RAN1#109e meeting, the following selected agreements on XR capacity were made [2]:
	Agreement
· For each candidate capacity enhancement technique for XR traffic, companies are encouraged to consider the following common principle for assessment of the candidate capacity enhancement technique:
· Identify the XR-specific issue(s) that the enhancement technique is addressing
· Identify the necessity of the enhancement technique to address the issues
· Identify whether/how the enhancements provide benefit/performance capacity gain.
· Consider at least feasibility, complexity, and system level performance evaluations in comparing the enhancement techniques. Power saving gains for a given enhancement technique can optionally be evaluated and considered in addition to these other aspects.
· The baseline scheduling scheme when comparing the proposed capacity enhancements techniques is:
· Dynamic scheduling and/or
· Semi-persistent scheduling / Configured grant scheduling
· Note: Companies are encouraged to additionally use DG scheduling as the baseline scheduling scheme when showing the capacity performance gain

To study whether/how to support a candidate capacity enhancement technique for XR traffic based SPS/CG transmissions, companies are encouraged to consider the following studies:
· Study enhancements related to multiple PDSCHs SPS transmission occasions in a period
· Study enhancements related to multiple PUSCHs CG transmission occasions in a period
· Study enhancements related to dynamic adaptation of SPS/CG parameters/configurations
· Study enhancements related to non-integer periodicity for SPS/CG transmissions.
· Note: Other studies are not precluded, as well as the combination of the above studies.
Follow the common principle for assessment of the candidate capacity enhancement technique.

To study whether/how to support a candidate capacity enhancement technique for XR traffic based dynamic scheduling/grant transmissions, companies are encouraged to consider the following studies:
· Study enhancements related to extending capability of single DCI scheduling multi-PDSCHs/PUSCHs for FR2-2 to FR1/FR2.
· Note: whether and how to discuss enhancements may depend on the outcome of Rel-17 B52.6G UE feature discussion
· Study enhancements related to HARQ-ACK and/or CBG transmissions for single DCI scheduling one or multi PDSCH(s).
· Study enhancements related to allowing different configurations per PDSCH/PUSCH
· Study enhancement related to scheduling request and/or BSR with the focus on L1 enhancements.
· Note: Other studies are not precluded as well as the combination of the above studies.
Follow the common principle for assessment of the candidate capacity enhancement technique.




This contribution provides our views on the mechanisms to improve XR capacity, including SPS/CG enhancements and dynamic grant enhancements for the transmission of XR service that has specific characteristics as described above.
2. Discussion
Non-integer periodicity aspect of XR traffic 
XR traffic may require a transmission with non-integer periodicity due to the required video frame rate in XR traffic. The typical video frame rates are 30, 60, and 90 fps. An XR transmission with 60 fps requires a transmission interval with 16.67 ms. Furthermore, XR is a delay sensitive application. A certain delay in the transmission can reduce user experience. Buffering large amount of data from the transmission may not be possible as it may introduce significant delay.
The legacy 5G NR typically uses Semi-Persistent Scheduling (SPS) and Configured Grant (CG) to handle a periodic transmission (e.g., voice call). Hence, the usage of control channel/information can be minimized and resulting in improved capacity. However, the legacy SPS periodicity is using a selected integer number as shown below:
SPS-config = periodicity ENUMERATED {ms10, ms20, ms32, ms40, ms64, ms80, ms128, ms160, ms320, ms640,spareX}
The current SPS configuration is not designed to accommodate quasi-static periodicity of XR transmissions. This is illustrated in the following Figure 1. Here, a mismatch between the SPS allocation pattern and the XR traffic pattern is illustrated. Furthermore, the mismatch gets accumulated over time.
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[bookmark: _Ref101457237]Figure 1: Mismatch of SPS allocation pattern and XR traffic pattern

Observation 1: Depending on the XR traffic pattern, there can be a mismatch of periods between NR SPS/CG configuration and XR traffic.
We consider enhancing the existing SPS/CG configuration so that it can dynamically adjust the transmission to accommodate the XR traffic pattern. Some of the transmission based on SPS/CG configuration can be slightly adjusted (delayed) so that basically all transmission is transmitted in an integer slot number. In case of DL-SPS transmission The UE should be aware that the transmission has been dynamically adjusted. We consider the adjustment can be implicit or explicitly indicated to the UE. Implicit indication can be supported by providing the adjustment rules defined in the specification. Hence, the amount of signalling between gNB and UE can be minimized. Explicit indication can be supported by providing some new parameters representing the adjustment value. This may require some new parameters in SPS / CG configuration.
Proposal 1: Consider Dynamic SPS/CG configuration to dynamically adjust the transmission in order to accommodate the XR traffic pattern.
A possible simple dynamic SPS/CG configuration is to use pseudo periodic SPS/CG as shown in Figure 2, where CG configuration for XR traffic with 30 FPS is selected for illustration purpose. Since the period of 30 FPS traffic is 33.33 ms, the basic period of pseudo periodic can be set to 33 ms. With an extra 1 ms inserted in the beginning of every 3rd CG occasions, the time gap between traffic generation and transmission resources can be limited to no longer than 1ms. This could make the CG configuration matching with XR traffic every 100ms. Similarly, this pseudo periodic CG configuration can be applied to SPS transmission for the downlink case. 
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[bookmark: _Ref101449699]Figure 2: A schematic/illustration of pseudo periodic CG

Proposal 2: Pseudo-periodic SPS/CG configuration can be considered for XR traffic with non-integer period.

Multiple flows aspect of XR traffic
The legacy downlink control information (DCI) for SPS/CG is scrambled by CS-RNTI. The DCI is used for the indication of SPS/CG type II activation and release. The associated SPS/CG can only support periodic traffic with fixed packet size. Moreover, only one CS-RNTI is supported in the legacy NR. XR service could contain multiple UL and DL streams/flows (pairs) with variable packet size. To cover the indication of SPS/CG operations for each stream/flow (pair), multi-TB SPS/CG and dynamic update of SPS/CG configurations was proposed [6]. However, considering one more case when both DL I-stream and P-stream need same SPS periodicity, one way to solve this issue is to configure two SPS with different SPS id but same periodicity, this will waste SPS configuration since the max number of SPS is limited to 8 by radio resource control (RRC). Alternatively, another method is to use same SPS id and different resource allocation for different streams. But in this case, UE needs to know which stream the DCI indicates. Noticing this, in this section, we would like to propose a scheme with multi CS-RNTIs configuration as a complement to solve the issue.
An example of the multi CS-RNTIs scheme is illustrated in Figure 3, with the assumption of AR scenario with two DL (I-stream and P-stream) and three UL streams (I-stream, P-stream and pose/control stream). Firstly, two CS-RNTIs associated with different stream (pairs) will be configured and sent by RRC signalling, e.g. CS-RNTI1 will indicate the operations of SPS/CG for I-stream pair (green) and CS-RNTI2 for P-stream pair (purple). The third periodic UL stream (yellow) can be served by CG type I without CS-RNTI. Through this configuration and scheduling procedure, the operations of SPS/CG for four streams with two I-steam and P-stream pair can be dynamically and flexibly indicated.
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[bookmark: _Ref101449718]Figure 3:Multi CS-RNTIs configuration for multi streams in XR.
For comparison purpose with any other potential solutions, we enumerate couples of potential shortcomings of multi-TB SPS/CG scheme [6] that have been proposed before. Firstly, a larger specification impact on DCI format design to support multi TB is needed, as well as relative reconsiderations on DCI budget and blind detection in search space set (SSS). Secondly, DCI supporting multi TB scrambled by CS-RNTI can only indicate either multi UL streams or multi DL streams, not able to indicate DL and UL streams simultaneously since one DCI can only be a DL DCI or a UL DCI. Thirdly, if gNB only plans to indicate one stream, other TBs in multi TB DCI need to be configured as special/default/reserved value, which will waste DCI payload. Fourthly, in case switching back to support single TB DCI indicating only one stream for the above case, an additional bit on stream id is needed. Otherwise UE does not know which stream this DCI is targeting. While our proposed multi CS-RNTIs scheme just needs multi CS-RNTIs configuration in RRC and low complexity on multi CS-RNTIs descrambling and CRC checking, as well as no increasing of PDCCH blind detection per DCI, which had less specification impact and more flexible/dynamic indication of SPS/CG per stream.
Proposal 3: Multi CS-RNTIs configuration for multi flows in XR can be considered. 
Considering another scenario on VR DL with video and audio/data streams, where the video stream is modelled as truncated Gaussian distribution in clause 5.1.1 in TR 38.838 [3], and the audio/data stream is modelled as a periodic traffic with fixed size packet as Table 5.1.2.2-1 in TR 38.838 [3], a new SPS type I configuration similar to that in CG type I configuration can be considered for the audio/data stream. In that way, the blind detection of DCI activation/release could be saved for power saving.
Proposal 4: A new SPS type configuration that is similar to CG type I configuration can be considered to support multi-flows in XR.

Jitter aspect of XR traffic
Although the packet arrival for some XR services may be periodic, the actual arrival time of the packet may experience jitter causing it to arrive randomly within a jitter time window, TJitter.  We can consider the statistical jitter, including the jitter time window/range as agreed in [3] An example is shown in Figure 4, where an XR application has periodic traffic with a periodicity of PApp. However, this traffic experiences jitter and so the actual packet arrival falls within a time window TJitter.  In this example, the first jitter time window starts at time t0 where the packet can arrive within this time window between t0 to t4 and here the packet arrives at time t1.  The next packet arrives after a time PApp later, starting at time t5, and here once again the packet can arrive at any time within the jitter time window between t5 to t9.  In the second instance, the packet arrives at time t8, which is towards the end of the jitter time window TJitter.
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[bookmark: _Ref58235396]Figure 4: Jitter time window
SPS configuration provides PDSCH resources to the UE with a deterministic periodicity which can be from 1 to 640 slots.  It is recognized that such deterministic periodicity configuration is not suitable for traffic experiencing jitter.  In order to cater for jitter, multiple SPS configurations can be used, where each SPS configuration is activated with a different starting offset, i.e. different K0, as indicated in the DCI field “Time Domain Resource Assignment” (TDRA).  That is, the SPS  is over-configuring the PDSCH resources to support jittering. In the example in Figure 4, the UE can be configured with 4 SPS PDSCH configurations, such that these 4 SPS fall within the jitter time window and each has a periodicity of PAPP.  An example is shown in Figure 5, where 4 SPS configurations labelled as #1, #2, #3 and #4 with periodicity PApp, but different offsets, are configured for a UE. Hence, by configuring multiple SPS resources/configurations, the UE is therefore provided with PDSCH resources to cover for whenever the packet data may arrive within the jitter time window.
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[bookmark: _Ref58236923]Figure 5: Over-configuring SPS for jittering traffic

Since UE needs to monitor all SPS resources regardless of whether they contain any actual data/traffic in the configured PDSCH SPS resource or not, over configuration of SPS to serve a single traffic consumes unnecessary UE power.  Hence the issue to be solved is to provide SPS resources that is suitable for quasi-periodic traffic with minimal additional UE monitoring. An enhancement of the legacy SPS is needed.
Observation 2: SPS enhancements are required to support XR services with the benefit to improve the capacity and minimize unnecessary UE power consumption.
We consider that this issue can be solved by configuring the UE to monitor a subset of configured SPS in a group of configured SPS. Particularly, that is in a configured group of NSPS SPS (SPS Group), the UE needs only monitor configured MSPS SPS resources within a period, where MSPS < NSPS.  The value of MSPS and the exact SPS in the group of SPS that are monitored can be different in different period.  This recognizes that in quasi-static periodic traffic, typically only one of configured SPS in a group of over configured SPS resources, contains actual PDSCH as shown in Figure 5 above.
In Figure 6, in the figure on the left side, is the case when the UE only monitor SPS#4 and SPS#5. In this case, it would cover most of transmission affected by the jitter (if e.g. we assume some Gaussian distribution of the jitter). However, it does not cover the case with small probability when the transmission occurs at the outside of jitter standard deviation. The UE can also be configured to monitor the last configured SPS, in this case the UE monitors SPS#4, SPS#5, and SPS8. Furthermore, the UE can stop monitoring the remaining SPS resources in case the UE receives the packet in the earlier SPS. For example, if the UE receives the packet in SPS#4 then the UE stops monitoring the remaining SPS (i.e.. SPS#5, and SPS#8).
[image: Diagram

Description automatically generated with medium confidence]
[bookmark: _Ref111011885][bookmark: _Ref97299959]Figure 6: llustration of UE monitoring a subset of configured SPS
Proposal 5: Consider the UE to monitor a subset of configured SPS in a group of configured SPS to handle the jitter of XR traffic.

UL Scheduling Enhancements for XR traffic
There are two types of scheduling schemes supported in NR: dynamic scheduling and semi-persistent scheduling (SPS/CG). Some scheduling enhancements may be needed for XR traffic in both schemes as discussed in this section.
Dynamic scheduling: Dynamic scheduling via DCI from gNB provides full flexibility of allocating resources and can handle well the traffic profile of XR at least for DL scheduling. But this results in significant control overhead and power consumption. 
To reduce control overhead and power consumption, it has been proposed (for example in [6]) an enhancement of single DCI to schedule multi-PDSCH/PUSCH in order to increase the capacity by reducing the control overhead and also implicitly improving power consumption. In this case each PDSCH/PUSCH may have different configurations, such as resource allocation and MCS, in order to handle varying packet sizes and channel conditions. In addition, gNB can modify the on-going multi-PDSCH/PUSCH, for example to skip some of them, change resource allocation, MCS, etc.
In our view, dynamic scheduling may be well-suited for DL scheduling, but for UL scheduling there will be significant delays as UE should initially provide an indication of the availability of the data (e.g., via SR) to the gNB, and then waits from the gNB to schedule with a limited data as gNB does not know how much data is available in the UE’s buffer, and subsequently the UE includes BSR in the PUSCH and waits to be scheduled for larger data based on latest BSR information.
Observation 3: Enhancement of single DCI to schedule multi-PDSCH/PUSCH may be well-suited for DL scheduling, but for UL scheduling there will be significant delays as UE should initially provide an indication of availability of the data (e.g., via SR) to the gNB.

SPS/CG scheduling: SPS and CG scheduling are well-known mechanism/schemes to reduce control overhead and power consumption for the periodic traffic with predictable packet sizes. However, XR traffic may not be exactly periodic and/or packet sizes are not predictable and/or there may be a jitter (only for DL). 
· For DL SPS scheduling, combination of SPS and dynamic grant can be used to at least handle varying data sizes and channel condition. In this case, dynamic grant shall only be used when data size significantly increases/decreases or channel condition changes drastically or there is mismatch between data arrival and SPS occasion due to jitter. Based on the combination of SPS and dynamic grant, some further enhancement can be considered, for example to piggy-back some control information in the SPS PDSCH (e.g., MAC CE) to cancel some of the SPS occasions/configurations or modify some of the scheduling parameters (resource allocation, MCS, etc).
· For UL CG scheduling, assuming that there is no jitter issue for XR traffic in the uplink, the main issues to be resolved are the latency (in case DG is assumed as above) and variable packet sizes as the scheduler locates at the gNB (not at the UE). To circumvent the latency and variable packet sizes for XR traffic, we propose to combine CG and dynamic scheduling where the UE controls/decides its scheduling assignments dynamically within the pre-configured uplink resources (CG), named as a UE-based scheduling mode. In this mode, the periodicity of the CG resource is tailored to the XR traffic profile (note that the periodicity could be as small as in every slot/1ms), and the size of the CG resource can be based on the largest packet size for XR traffic in order to be able to accommodate variable packet sizes. However, the UE allocates just enough PUSCH resource for itself each time within the CG resource depending on the current packet size and channel condition. 
The benefit of UE-based scheduling is to reduce latency, avoid the interferences, choose appropriate link adaptation parameters, and enable variable packet sizes, etc. Another benefit is that there may not be a good reason to configure multiple CG resources if a UE can schedule itself at any time with variable packet sizes based on CG occasions/periodicity. There could be different options of achieving the combination of CG and UE-based scheduling mode as follows:
· Option 1: CG-UCI. Some control information can be piggy-backed/inserted on the CG PUSCH, like the legacy CG-UCI, to carry some scheduling information for this occasion and/or the future occasions. In this case, the gNB first decodes the CG-UCI in order to know the control information for PUSCH. In addition, the control information could also tell to gNB whether CG resources are needed in the subsequent slots/occasions so that if the resources are freed the gNB can schedule the resources to other UEs.
· Option 2: Separate Control Region/resource. Each UE is pre-allocated a separate “orthogonal” control region/resource (like PUCCH) that carries scheduling information for PUSCH from the UE within CG resource for this occasion and/or the future occasions. As in option 1, the gNB first decodes the control channel in order to know the control information for PUSCH. In addition, the control information could also tell to gNB whether CG resources (except the control region) are needed in the subsequent slots/occasions so that gNB can schedule the resources to other UEs. In this option, as the control region/resource is separate and orthogonal with other UEs, the UE can start its scheduling at any time within CG occasions, hence reducing the latency.
Proposal 6: Consider introducing a new mode of UE-based UL scheduling for XR traffic where a UE controls/decides its scheduling assignments within the pre-configured uplink resources (CG).


Buffer Status Report Enhancements
In uplink transmission, the UE needs to transmit buffer status report (BSR) information first so that the gNB can allocate the physical resource allocation (in time/frequency resource grid) for the uplink transmission from the UE. UE typically send Buffer Status Report (BSR) periodically with certain interval. Some applications (e.g. uplink video streaming, gaming) may have transmission payload characteristics, such as large payload and sensitive to the delay. In the existing NR, any new payload to be transmitted by the UE will be buffered and the BSR status is reported in the next reporting interval. This creates additional delay which is not desirable for some application, such as uplink streaming in XR, and uplink in cloud gaming. In order to minimize the delay, the BSR report can also include some additional parameters, such as to indicate packet arrival rate to the UE buffer for uplink transmission. This would reduce the unnecessary delay due to buffering. The packet arrival rate indicated by the UE may influence the gNB in allocating the uplink resource. In case the BSR report interval is larger than the packet arrival rate and the UE has emptied the buffer (as reported previously), the UE can be allocated the uplink resource prior to the next BSR reporting.

Proposal 7: Consider packet arrival rate information in the BSR report to enhance L1 scheduling.

DL Dynamic Grant Enhancements
We consider the existing PDSCH and PUSCH transmission for downlink and uplink, respectively needs to be enhanced in order to support XR traffics. For example, these issues could occur in XR traffics:
· A unit of video transmission (e.g., a video frame) is ideally transmitted in a large packet size (e.g., PDSCH with a large transport block size). However, the transmission using radio-interface may have limited radio resources (e.g., bandwidth) and the radio resource allocation may also be affected by the channel conditions. Hence, the transmission of a video frame in a transport block may not always be possible. 
· A video transmission in XR must be processed sequentially, e.g., per-frame based. After a successful decoding of a video frame, the receiver will continue in decoding the next video frame. In case of a failure in decoding a video frame, the receiver either drops that video frame and continue the next one or receives a retransmission of the failed video frame and attempts to decode it prior to processing to the next one. Dropping the video frame will reduce the User experience. The retransmission can only be supported as long as it is still within the packet delay budget (PDB). Otherwise, it will increase the latency and resulting in reducing the user experience.

In the current NR system, the transmission with multiple PDSCHs can be used to alleviate to aforementioned issues. A unit of video transmission can be transmitted with a single DCI for multiple PDSCHs. However, we need to consider high reliability for the multiple PDSCH transmissions scheduled by a single DCI. A failure in one of the PDSCHs may increase the latency. It may result in the packet reception exceeding the packet delay budget (PDB). As part of the dynamic grant enhancement, the multiple PDSCH transmission for XR application shall consider reliability aspects by taking into account the radio condition after the first part of PDSCH(s). The reliability can be improved, for example, by scheduling different modulation coding scheme (MCS), time/frequency diversity in the multiple PDSCHs.

Proposal 8: Multiple PDSCHs transmission shall consider reliability aspects by taking into account the radio condition after the first part of PDSCH(s), such as scheduling with different MCS, time/frequency diversity in the multiple PDSCHs transmission.

3. Conclusion
In this contribution, we made the following observations and proposals:
Observation 1: Depending on the XR traffic pattern, there can be a mismatch of periods between NR SPS/CG configuration and XR traffic.
Observation 2: SPS enhancements are required to support XR services with the benefit to improve the capacity and minimize unnecessary UE power consumption.
Observation 3: Enhancement of single DCI to schedule multi-PDSCH/PUSCH may be well-suited for DL scheduling, but for UL scheduling there will be significant delays as UE should initially provide an indication of availability of the data (e.g., via SR) to the gNB.

Proposal 1: Consider Dynamic SPS/CG configuration to dynamically adjust the transmission in order to accommodate the XR traffic pattern.
Proposal 2: Pseudo-periodic SPS/CG configuration can be considered for XR traffic with non-integer period.
Proposal 3: Multi CS-RNTIs configuration for multi flows in XR can be considered. 
Proposal 4: A new SPS type configuration that is similar to CG type I configuration can be considered to support multi-flows in XR.
Proposal 5: Consider the UE to monitor a subset of configured SPS in a group of configured SPS to handle the jitter of XR traffic.
Proposal 6: Consider introducing a new mode of UE-based UL scheduling for XR traffic where a UE controls/decides its scheduling assignments within the pre-configured uplink resources (CG).
Proposal 7: Consider packet arrival rate information in the BSR report to enhance L1 scheduling.
Proposal 8: Multiple PDSCHs transmission shall consider reliability aspects by taking into account the radio condition after the first part of PDSCH(s), such as scheduling with different MCS, time/frequency diversity in the multiple PDSCHs transmission.
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