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1 Introduction
In RAN1#109-e, a number of productive consensuses have been reached on potential specification enhancements for AI/ML-based beam management, such as sub-use case selection and AI/ML deployment [1]. In addition, it has been agreed that the assessment of specification impacts is sub-use-case specific and can be discussed after the sub-use case is finalized. However, there are still quite a few options for sub-use cases and associated AI inputs/outputs, making it difficult to concretize and converge the discussion of specification impacts. Therefore, in this contribution, we will make some recommendations on sub-use case details and analyse potential specification impacts.
2 AI/ML based beam management 
2.1 [bookmark: _GoBack]Selection of sub use cases
Table I categorizes the sub use cases for AI/ML-based beam management with different inputs, different outputs, different functionalities and so on. All of them have been initially discussed in RAN1#109-e.  Besides, BM-Case1 and BM-Case2 are supported by majority companies while other sub use cases are supported by a limited number of companies.
Table I: Sub use cases and categories
	Category
	Sub use case

	Cat1:
Spatial-domain DL beam prediction
	BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams

	
	BM-Case3: Beam prediction for higher frequency band (e.g., a band in FR2) based on measurement results of lower frequency band(s) (e.g., a band in FR1)

	
	BM-Case4: Beam prediction based on UE positioning/trajectory

	
	BM-Case6: Spatial-domain UL beam prediction for Set A of beams based on measurement results of Set B of beams

	
	BM-Case9: Joint DL/UL beam pair link prediction

	Cat2:
Time-domain DL beam prediction
	BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams

	Cat3: Others
	BM-Case7: beam measurement feedback compression

	
	BM-Case8: The beam-specific parameter optimization


Since the time unit of this study item is limited, we support to focus on the sub use cases BM-Case1 and BM-Case2 in the first phase due to their huge potential to improve system performance, and whether to discuss other sub use cases depends on the progress of the first phase. Besides, we also notice some potential drawbacks of other sub use cases, which are detailed in the following.
Regarding the sub-use cases BM-Case6 and BM-Case9, they actually share a similar mechanism with BM-Case1. That is, the optimal beam or beam pair is predicted based on measurement results of partial beams, where deep learning based super-resolution technology is utilized to extract the spatial channel correlations. Therefore, we can focus on BM-Case1 first and try to see if the same framework can be applicable to sub-use cases BM-Case6 and BM-Case9 later.
Regarding the sub-use case BM-Case3, it has strong dependency on the channel information across different frequency ranges. Whether it’s reliable enough should be further studied since different frequency ranges generally have quite different channel characteristics. For the sub-use case BM-Case4, it may be sensitive to acquire information of the movement of surrounding objects and the current specification doesn’t support UE position to be acquired by NG-RAN (e.g., gNB) node due to privacy issue. Instead, it is more appropriate to use positioning-related measurement or trajectory as an assistance information for temporal beam prediction [2][3]. In this case, we can combine this study with BM-Case2 under the framework of temporal DL beam prediction. 
For the sub-use case BM-Case7, whether beam reporting overhead is a big problem should be carefully discussed before this case is selected as a representative use case. At least when the AI/ML model is deployed on the UE side, the UE may only need to report the optimal beam information to the gNB without additional compression related operation, where the associated reporting overhead is acceptable. For the sub use case BM-Case8, compared with predefined (e.g., DFT) codebooks, the codebook construction or beam-specific parameter optimization based on channel characteristics leads to additional complexity and is hard to be aligned among different companies.
Proposal 1: Since the time unit of this study item is limited, we suggest to focus on the sub use cases BM-Case1 and BM-Case2 in the first phase, and whether to discuss other sub use cases depends on the progress of the first phase.
2.2 Spatial-domain DL beam prediction
Spatial-domain beam prediction aims at predicting the optimal beam or beam pair based on measurement results of partial beams or wide beams by utilizing the AI/ML technology. For an AI/ML-based beam prediction model, two basic factors are the input and output. Thus, in order to design a model of a specific sub use case, the input and output need to be clearly defined. Besides, the construction of beam sets for AI/ML input and output also needs to be further refined. In the following, we will elaborate our views on beam set construction, AI input, and AI output, respectively.
Beam set construction:
In RAN1#109-e, the following conclusion regarding the beam set construction was made for progress. Wherein, the beam sets for measurement and prediction were considered to be constructed with the same or different beam width.
	For the sub use case BM-Case1, consider the following alternatives for further study:
· Alt.1: Set B is a subset of Set A
o   FFS: the number of beams in Set A and B
o   FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.2: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
o   FFS: the number of beams in Set A and B
o   FFS: QCL relation between beams in Set A and beams in Set B
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The narrow and wide beam terminology is for SI discussion only and have no specification impact
· Note3: The codebook constructions of Set A and Set B can be clarified by the companies.


[bookmark: _Hlk111130194]As far as we are concerned, both the sub-sampling based method in Alt.1 and the hierarchical based method in Alt.2 can be considered for spatial domain beam prediction at the early stage of the SI, and down selection may be needed when evaluation results are available. In the sub-sampling based method, the beam sets for measurement and for prediction originate from the same codebook with the same beam width. Therefore, the implementation is relatively simple. In contrast, different beam widths are used in the hierarchical based method in Alt.2. Different methods of forming wide and narrow beams may have a great impact on AI inference performance and the quality of existing communication services. Nevertheless, Alt.2 may matches more with the current spec that SSB (wide beams) have to be sent anyway. 
In the sub-sampling based method, measurement results on partial beams are used as AI input to predict the beam quality information of the whole beam space. Obviously, the number of beams for measurement (i.e., set B) and for prediction (i.e., set A) is related to the trade-off between inference performance and RS overhead for beam measurement. Specifically, the more beams are required for measurement, the higher would be the RS overhead of beam measurement. At the same time, more channel correlation information can be extracted by the AI model, resulting in a better inference performance. An ideal approach may be to dynamically learn or adjust the number of beams for measurement according to requirements for beam prediction performance. As for the measurement beam selective pattern, the training samples required for a fixed beam pattern are relatively small and a stable performance gain can be obtained [4]. For the case of the random pattern being used, each beam may need to be accompanied by additional ID information, resulting in additional standardization efforts.
Observation 1: The number of beams for measurement (i.e., set B) and for prediction (i.e., set A) is related to the trade-off between inference performance and RS overhead for beam measurement. 
Proposal 2: The sub-sampling based method in Alt.1 can serve as a starting point for the study of spatial domain beam prediction.
Proposal 3: The association in reference signals between two sets with different beam widths need to be further studied.
AI/ML input:
Many alternatives for AI input were proposed in RAN1#109-e and the following conclusion was obtained.
	Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
·  Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.


The down selection of all alternatives is heavily dependent on the evaluation results. For Alt.1 and Alt.4, the necessity of using beam ID as part of the AI input is directly related to the adopted beam pattern. If the beam set B for measurement uses a fixed beam pattern, only the corresponding measured RSRP need to be input to the AI model, which leads to relatively less standardization work. However, if the beam set B for measurement uses a random beam pattern, it may be critical to include the corresponding beam ID as part of the model input to improve the inference accuracy. Wherein, the beam ID is utilized to identify the position of the corresponding beam in the beam space.
For Alt.2, it is intuitively beneficial to have more available assistance information related to beam shape, UE location, etc., as AI input to improve the beam prediction accuracy. However, more assistance information also results in more complex neural networks and training overhead. According to the simulation results provided in our accompanied contribution [4], a fairly good beam prediction performance can be obtained by using the measurement results of the beam set B and/or beam IDs without other assistance information. Moreover, much of the assistance information mentioned in Alt.2 is proprietary information of the gNB or UE, which may be difficult to be obtained and shared with another vendor. Therefore, focusing the discussion on Alt.1 and Alt.4 would be a good starting point.
Observation 2: Much of the assistance information mentioned in Alt.2 is proprietary information of the gNB or UE, which may be difficult to be obtained and shared with another vendor. 
Proposal 4: Focusing the discussion on Alt.1 and Alt.4 with only L1-RSRP measurement and the corresponding beam ID being taken into account for the AI input would be a good starting point.
AI/ML output:
The following proposal was proposed in RAN1#109-e, which presented a list of detailed output alternatives for further study. 
	Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the predicted Top-N1 DL Tx and/or Rx beams 
· FFS: how to select Top-N1 DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold.)  
· Alt.2: Tx and/or Rx Beam ID(s) of the predicted Top-N1 DL Tx and/or Rx beams and other information 
· FFS: other information (e.g., probability for the beam to be the best beam, an updated set B)
· Alt.3: The predicted RSRP corresponding to the expected Tx and/or Rx beam direction which is input to the model.
· Alt.4: Tx and/or Rx Beam angle(s) and the predicted L1-RSRP (optional) of the predicted Top-N1 DL Tx and/or Rx beams
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N1 is up to each company. 


For beam management, the feedback information includes SSBRI/CRI and L1-RSRP in current specification, which represent the beam indicator and beam quality information, respectively. In Alt.1, only the beam ID and the predicted RSRP are considered as the AI output. Therefore, Alt.1 can provide better standard compatibility and less additional standardization effort. Moreover, if the deployed AI model can predict the beam quality information of all beams, the beam ID can be obtained implicitly from the data structure of the model output vector or matrix, thus avoiding to explicitly define the concept of beam ID.
In Alt.3 and Alt.4, the beam direction or beam angle is included as part of the model output. Considering that the AI output and AI input are closely related to each other, especially for the super-resolution technology based spatial domain beam prediction. Alt.3 and Alt.4 typically imply that the beam direction, beam Angle, etc. of the transmit or receive beam are modeled as part of the model input. However, as mentioned above, the beam direction or beam angle are proprietary information of the gNB or UE, which can hardly be revealed to another vendor. In addition, beam indication is performed through the configured TCI state. It is also unclear how to establish a corresponding relationship between the output beam direction or angle and the TCI state.
Observation 3: Alt.1 can provide better standard compatibility and less additional standardization effort since only beam ID and the predicted RSRP are considered as the AI output.
Proposal 5: Focusing the discussion on Alt.1 and Alt.2 as the starting point. The corresponding relationship between the output beam direction or angle and the TCI state needs to be further studied if Alt.3 or Alt.4 is adopted as the AI output.
2.3 Temporal DL beam prediction
Temporal DL beam prediction aims at predicting future beam quality based on historic measurement results. Just like the spatial-domain beam prediction, we will further elaborate our views on beam set construction, AI input, and AI output respectively in the following.
Beam set constructions:
In RAN1#109-e, most of the companies thought that there was no need to define the connection between the beam set for prediction and the beam set for measurement. However, some companies mentioned that spatial-temporal beam prediction should not be precluded with the example of using multiple past SSB measurement information to predict best CSI-RS ID, as an illustrative use case. Therefore, the following conclusion was obtained for further study. 
	For the sub use case BM-Case2, further study the following alternatives with potential down-selection:
· Alt.1: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· FFS: QCL relation between beams in Set A and beams in Set B
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.3: Set A and Set B are the same
· Note1: Predicted beam(s) are selected from Set A and measured beams used as input are selected from Set B.
· Note2: It is up to companies to provide other alternative(s)
· Note3: The narrow and wide beam terminology is for SI discussion only and have no specification impact


For Alt.1 and Alt.2, the beam sets used for measurement and prediction are different in terms of beam widths and number of beams. Essentially, the temporal beam prediction in Alt.1 and Alt.2 mixes two different AI models, i.e., an estimation model and a prediction model. The estimation model aims at inferring high-resolution beam quality information based on low-resolution beam measurement information. The prediction model is utilized to infer beam quality information of future time instances based on measurement results of past time instances. Wherein, the beam set for measurement of each past measurement instance can be obtained based on a fixed or random beam pattern, or even by learning the beam space information at the last moment. The specific construction of the beam set for measurement will have a great impact on the beam training overhead, model complexity and inference performance.
Regarding Alt.3, the beam set for measurement is the same as the beam set for prediction. Deep learning algorithms such as RNN can be used to extract the time correlation information of the channel to predict the future beam quality. Obviously, Alt.3 is the most straightforward and easiest way to implement the temporal beam prediction compared to the other alternatives. Compared with Alt.3, the beam prediction method in Alt.1 and Alt.2 can further reduce the RS overhead for beam measurement. However, in Alt.1 and Alt.2, the selection of the beam set of each past measurement instance is ambiguous and difficult to be aligned across companies. Besides, the difference between the beam set for measurement and the beam set for prediction (like wide beam set B and narrow beam set A) may make it hard for beam reporting and indication. 
Consider that Alt.1 and Alt.2 are actually a hybrid method of spatial domain beam prediction and temporal beam prediction. In other word, if the beam set for measurement and the beam set for prediction are different, the spatial domain beam prediction algorithm may be an essential precondition for the temporal beam prediction study in Alt.1 and Alt.2. Thus, Alt.3 can be used as a benchmark, while Alt.1 and Alt.2 are deferred until the evaluation of the spatial domain beam prediction in BM-Case1 has achieved sufficient progress.
Observation 4: The specific construction of the beam set for measurement will have a great impact on the beam training overhead, model complexity and inference performance.
Observation 5: If the beam set for measurement and the beam set for prediction are different, the spatial domain beam prediction algorithm may be an essential precondition for the temporal beam prediction study.
Proposal 6: Regarding the beam set construction, Alt.3 can be used as a benchmark, while Alt.1 and Alt.2 are deferred until the evaluation of the spatial domain beam prediction in BM-Case1 has achieved sufficient progress.
AI/ML input and output:
Regarding the AI/ML input and output for the temporal beam prediction, many kinds of assistance information and different alternatives have been proposed in RAN1#109-e and up to companies to explore all possible options. As with the spatial domain beam prediction above, focusing the AI input and output on the measured RSRP and/or beam ID would be a good starting point. The measured RSRP and beam ID represent the beam quality and beam indicator, respectively, where the beam ID can be implicitly indicated by the RS index or TCI state. In this way, the standardization workload and AI model complexity would be relatively low. Incorporating assistance information such as positioning-related measurements as part of AI input may have potential to improve the beam prediction accuracy, depending on further evaluation results. Meanwhile, as mentioned above, some assistance information is proprietary, which is difficult to be shared with another vendor. Therefore, for further performance evaluation and to reduce the standardization workload, the L1-RSRP measurement based on set B can be used as the AI input and the predicted L1-RSRP of DL Tx and/or Rx beams can be used as the AI output.
Proposal 7: For temporal domain beam prediction, focusing the AI input and output on measured RSRP and/or beam ID would be a good starting point, in which case the standardization workload and AI model complexity would be relatively low.
3 Potential specification impacts
Regarding the potential spec impacts, it is heavily dependent on the specific sub use cases. Based on the above discussion of the selected sub use cases, we will elaborate our initial view on potential specification enhancements in terms of beam reporting, resource configuration, and assistance information exchange, respectively.
Enhanced beam reporting
NW-side beam prediction AI/ML models: If the AI model inference is carried out at the gNB side, sufficient beam measurement results are required as model input. To this end, UE needs to report a large amount of beam measurement information to gNB. Therefore, enhanced beam reporting mechanisms need to be studied, such as further screening, compression, and reporting of the beam measurement results, so as to balance the beam prediction performance and beam reporting overhead. Meanwhile, for L1-RSRP reporting in Rel-17, the maximum RSRP and the differential RSRP are respectively quantized into 7-bit and 4-bit payloads. This quantization method leads to errors in beam reporting. For AI-based beam prediction, the impact of quantization errors on beam prediction accuracy and how to improve the beam reporting accuracy also need further evaluation.
UE-side beam prediction AI/ML models: The deployed AI model on the UE side can extract the spatial correlation of the channel through deep learning-based super-resolution technology, and infers all beam quality based on measurement results on partial narrow beams or wide beams. However, the deployed AI model may be completely transparent to the gNB, which is trained by the UE itself or downloaded directly from a third party. In this case, signaling methods need to be investigated to enable recommendation, configuration, and indication of the beam set for measurement. Consider that the beam set for measurement and the beam set used for prediction may be different. Therefore, a mapping relationship between the two sets needs to be established to achieve mutual indication. For example, the UE may report a virtual RS index that implicitly indicates the optimal beam inferred by the deployed AI model at the UE side.
Proposal 8: For NW-side beam prediction AI/ML models, enhanced beam reporting mechanisms such as further screening, compression, and reporting of the beam measurement results need to be studied so as to balance the beam prediction performance and beam reporting overhead.
Proposal 9: For UE-side beam prediction AI/ML models, signaling methods need to be investigated to enable recommendation, configuration, and indication of the beam set for measurement.
Flexible resource configuration and beam indication
In traditional beam management methods, the gNB would sweep all beams at the codebook by sending periodic RS resource sets. In AI/ML based spatial domain and temporal beam prediction, the gNB actually only needs to sweep a small range of beams according to the Top-K beams inferred by AI. Therefore, existing resource configuration methods can be enhanced by more flexibly triggering or activating arbitrary resources in a certain resource set. Each resource or resource set can be associated with a time stamp that depicts the effective time of corresponding parameters. Furthermore, considering that the optimal beam at multiple future time instances can be predicted in advance with the AL/ML based temporal beam prediction method, more flexible beam indication and subsequent beam switching methods can be studied. For instance, a list of TCI states and corresponding time stamps can be indicated by the same signaling to be applied in future time instances.
Proposal 10: Study enhanced resource configuration and beam indication if more flexible triggering or activating approaches are utilized.
Assistance information exchange
In the spatial domain beam prediction and temporal beam prediction, assistance information such as beam direction or positioning-related measurement are used as candidates for AI model input. Considering that the beam implementation information in the existing protocol is completely transparent between gNB and UE. Therefore, enhanced resource configuration and reporting mechanisms need to be investigated to facilitate the exchange of assistance information, which can be either implicit or explicit. More specifically, if the AI inference is performed on the gNB side, the UE may need to feed back receive beam-related information, which may include beam ID, beam direction, beam pattern, and so on. Similarly, if the AI  inference is performed on the UE side, the gNB may need to indicate beam-related information in transmission side to the UE. Furthermore, the exchanged assistance information may include indication information related to model activation and switching, depending on which side the AI model is deployed on.
Proposal 11: Enhanced resource configuration and reporting mechanisms need to be investigated to facilitate the exchange of assistance information, which can be either implicit or explicit.
4 Conclusions
In this contribution, we discuss the potential specification impacts and enhancements for AI/ML based beam management. We have the following observations and proposals.
Observations:
Observation 1: The number of beams for measurement (i.e., set B) and for prediction (i.e., set A) is related to the trade-off between inference performance and RS overhead for beam measurement. 
Observation 2: Much of the assistance information mentioned in Alt.2 is proprietary information of the gNB or UE, which may be difficult to be obtained and shared with another vendor. 
Observation 3: Alt.1 can provide better standard compatibility and less additional standardization effort since only beam ID and the predicted RSRP are considered as the AI output.
Observation 4: The specific construction of the beam set for measurement will have a great impact on the beam training overhead, model complexity and inference performance.
Observation 5: If the beam set for measurement and the beam set for prediction are different, the spatial domain beam prediction algorithm may be an essential precondition for the temporal beam prediction study.

Proposals:
Proposal 1: Since the time unit of this study item is limited, we suggest to focus on the sub use cases BM-Case1 and BM-Case2 in the first phase, and whether to discuss other sub use cases depends on the progress of the first phase.
Proposal 2: The sub-sampling based method in Alt.1 can serve as a starting point for the study of spatial domain beam prediction.
Proposal 3: The association in reference signals between two sets with different beam widths need to be further studied.
Proposal 4: Focusing the discussion on Alt.1 and Alt.4 with only L1-RSRP measurement and the corresponding beam ID being taken into account for the AI input would be a good starting point.
Proposal 5: Focusing the discussion on Alt.1 and Alt.2 as the starting point. The corresponding relationship between the output beam direction or angle and the TCI state needs to be further studied if Alt.3 or Alt.4 is adopted as the AI output.
Proposal 6: Regarding the beam set construction, Alt.3 can be used as a benchmark, while Alt.1 and Alt.2 are deferred until the evaluation of the spatial domain beam prediction in BM-Case1 has achieved sufficient progress.
Proposal 7: For temporal domain beam prediction, focusing the AI input and output on measured RSRP and/or beam ID would be a good starting point, in which case the standardization workload and AI model complexity would be relatively low.
Proposal 8: For NW-side beam prediction AI/ML models, enhanced beam reporting mechanisms such as further screening, compression, and reporting of the beam measurement results need to be studied so as to balance the beam prediction performance and beam reporting overhead.
Proposal 9: For UE-side beam prediction AI/ML models, signaling methods need to be investigated to enable recommendation, configuration, and indication of the beam set for measurement.
Proposal 10: Study enhanced resource configuration and beam indication if more flexible triggering or activating approaches are utilized.
Proposal 11: Enhanced resource configuration and reporting mechanisms need to be investigated to facilitate the exchange of assistance information, which can be either implicit or explicit.

5 References
[1] R1-2205695, Session notes for 9.2 (Study on AI/ ML for NR air interface), Ad-hoc Chair (CMCC), 3GPP TSG RAN1#109-e, May 2022.
[2] RP-210620, Enhancements on predictable mobility for beam management, ZTE Corporation, 3GPP TSG RAN#91-e, March 2021.
[3] RWS-210481, Enhancements on predictable mobility for beam management, ZTE Corporation, 3GPP TSG RAN REL-18 workshop, June 2021.
[4] R1-2206070, Evaluation on AI for beam management, ZTE Corporation, 3GPP TSG RAN1#110, August 2022.

