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1 Introduction
In RAN#109-e meeting [1], one representative sub-use case was agreed and other sub-use cases have been postponed for further discussion as follows:
	Agreement :
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 
Conclusion:
· Further discuss temporal-spatial-frequency domain CSI compression using two-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss improving the CSI accuracy based on traditional codebook design using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss CSI prediction using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss CSI-RS configuration and overhead reduction as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss resource allocation and scheduling as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss joint CSI prediction and compression as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion. 


In this contribution, we provide our views on sub use cases for AI/ML CSI feedback enhancement and discuss potential specification impacts. In our companion contribution [2], some related evaluation results on AI/ML for CSI feedback are discussed and assessed. 
2 Representative sub-use cases and potential specification impacts
In RAN1#109-e meeting, spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case[1]. However, there are still some sub use cases proposed by companies need further discussions. For AI/ML based CSI feedback, we prefer to focus on the following issues in this contribution,
· Spatial-frequency domain CSI compression
· Enhancement on traditional codebook design
· CSI prediction
In the following sections, the potential sub-use cases and corresponding specification impacts are further detailed.
2.1 Spatial-frequency domain CSI compression using two-sided AI model
This sub use case involves two-sided AI/ML operations performed at both UE and gNB in inference phase. That is, UE deploys(or be configured with) AI encoder and gNB deploys corresponding decoder, where the AI encoder is for CSI compression, and the decoder is to recover more accurate CSI for better MU operation for massive MIMO. However, how to train and collaborate the two-sided AI model is a key problem, which impacts the existing specifications. One proposal about training collaborations was proposed in moderator summary[1] as follows:
	Proposal 3.1.1.2-2: 
In CSI compression using two-sided model use case, the following offline AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model with model transfer to UE
· Type 2: Joint training of the two-sided model with model transfer to NW
· Type 3: Joint training in offline engineering with multi-vendor agreements. No model transfer is required after deployment.
· Type 4: Separate training at UE side and NW side for CSI feedback generation model / CSI reconstruction model respectively. 
· FFS: Model fine tuning. 


From our view, above proposal has some ambiguities on how to understand joint training and separate training. Take Type 1 as an example: 
· Does joint training mean both generation model and reconstruction model should be trained by network side?
· Or does joint training mean the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation? i.e., the generation model and reconstruction model corresponds to encoder part and decoder part of an auto-encoder respectively.
Similarly, Type 4 has an ambiguity on separate training:
· Does separate training mean generation model and reconstruction model should be trained by UE side and network side respectively?
· Or does separate training mean the generation model and reconstruction model are trained in different loops for forward propagation and backward propagation? i.e., the generation model and reconstruction model are not part of an auto-encoder.
In addition, it’s still not clear how to define offline training and online training in agenda 9.2.1. Moreover, whether the collaboration levels should incorporate training mechanisms is not yet decided. To clarify these ambiguities, we suggest a general proposal for further study:
In CSI compression using two-sided model, the following mechanisms for AI/ML model training will be further studied:
· Type 1: On-NW training of two-sided model with model transfer to UE
· Type 2: On-UE training of two-sided model with model transfer to NW
· Type 3: Joint training of two-sided model without specified interactions between UE and NW
· Type 4: Joint training of two-sided model with specified interactions between UE and NW
· Type 5: Separate training at UE side and NW side for CSI feedback generation model / CSI reconstruction model respectively
Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. However, generation model and reconstruction model for separate training are trained in different loops for forward propagation and backward propagation.
· Type 1: On-network training of two-sided model with model transfer to UE
· Joint training operations are performed at NW, i.e., both generation model and reconstruction model are jointly trained at NW, and the trained generation model is transferred to UE from NW, which is shown in Figure 1. NW has stronger computation and storage capabilities for training AI models and achieves good NW performance. However, NW needs to consider the UE capability, i.e. hardware/software compatibility, to transfer the appropriate generation model to be applied. A common model representation format also should be determined to apply for different UE vendors. In addition, NW also needs to collect a large amount of downlink CSI data reported for offline training or online training. The issues of model proprietary and model privacy need to take into account as well.  
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Figure 1 On-network training of two-sided model with model transfer to UE 
· Type 2: On-UE training of two-sided model with model transfer to NW
· Joint training operations are performed at UE, i.e., both generation model and reconstruction model are jointly trained at UE, and the trained reconstruction model is transferred to NW, which is shown in Figure 2. UE can easily obtain the downlink CSI training data, so it is not involved in training data collection. However, various reconstruction models from different UE vendors may lead to a huge burden on network side. In addition, joint training complicated AI models imposes high requirements upon the UE capabilities, such as computation and storage capabilities. The issues of model proprietary and model privacy still need to be taken into consideration. From our view, it is not an appropriate way for on-UE training of two-sided model.
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Figure 2 On-UE training of two-sided model with model transfer to NW
· Type 3: Joint training of two-sided model without specified interactions between UE and NW
· Compared with Type 1 and Type 2, Type 3 does not involve the model transfer, which may have less specification impacts. In the offline stage, the UE vendors and the NW vendors need to reach agreements to jointly train multiple sets of AI models, which are deployed at UE and NW sides. For coordination of the generation model and reconstruction model, UE needs to report the selected generation model index to NW, and NW chooses the corresponding reconstruction model for application. However, it is very difficult for both vendors to cooperatively consult and reach agreements, which consume a lot of time and labor resources. Moreover, model generalization may be hard to fulfill via offline training, so it should be applied together with online training.
· Type 4: Joint training of two-sided model with specified interactions between UE and NW
· During the joint training operation, UE needs to report some intermediate results of forward propagation (FP) to NW over the air interface. Then, NW trains the reconstruction model according to the results reported by UE. In addition, NW needs to feedback intermediate results of backward propagation (BP) over the air interface to UE to update the generation model parameters as shown in Figure 3. Because of not involving model transfer between UE and NW, AI model privacy can be well protected. However, the frequent data interaction over air interface will occupy a lot of DL&UL transmission resources and thus bring huge overhead.
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 Figure 3 Joint training of two-sided model with specified interactions between UE and NW  
· Type 5: Separate training at UE side and NW side for CSI feedback generation model / CSI reconstruction model respectively
· Firstly, a set of AI model with the generation model#1 and reconstruction model#1 is trained offline at NW side. Then, the training data and the output of generation model#1 are transferred to UE as reference data. Therefore, UE is able to train the new generation model#2 based on the transmitted training data and reference data. The target for UE is to train a generation model#2 so the the model output of the generation model#2 is close to reference data as much as possible. Finally, the generation model#2 is deployed for UE, and NW still applies the reconstruction model#1 for recovery as shown in Figure 4. This approach can avoid the problems of incompatible computation/storage capabilities and well protect the model privacy of UE and NW. However, a large amount of training data and reference data transfer may bring extra downlink overload over air interface. 
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 Figure 4 Separate training at UE side and NW side respectively
Proposal 1: In CSI compression using two-sided model, the following mechanisms for AI/ML model training will be further studied:
· Type 1: On-network training of two-sided model with model transfer to UE
· Type 2: On-UE training of two-sided model with model transfer to NW
· Type 3: Joint training of two-sided model without specified interactions between UE and NW
· Type 4: Joint training of two-sided model with specified interactions between UE and NW
· Type 5: Separate training at UE side and NW side for CSI feedback generation model / CSI reconstruction model respectively
Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. However, generation model and reconstruction model for separate training are trained in different loops for forward propagation and backward propagation.
In our initial assessments, the input and output types for spatial-frequency domain CSI compression also needs to be discussed. To our understanding, the AI model input is a precoding matrix which is pre-processed from a raw channel and corresponding output is a recovered precoding matrix, we propose to further study at least following options:
· Option 1: The input of AI encoder is a raw channel (i.e obtained directly from CSI-RS) without any further pre-processing and corresponding output is a recovered raw channel:
· Option 1a: The raw channel is in frequency domain
· Option 1b: The raw channel is in time domain
· Option 2: The input of AI encoder is a precoding matrix which is pre-processed from a raw channel and corresponding output is a recovered precoding matrix:
· Option 2a: The precoding matrix is a group of eigenvectors corresponding to different sub-bands and layers
· Option 2b: The precoding matrix is an eType II-like PMI. That is, UE firstly conducts the compression from spatial and/or frequency domain to get the eType II-like PMI. Then, AI encoder further compresses the eType II-like PMI to reduce the overhead.
[bookmark: OLE_LINK2]Compared with Option 2, Option 1 utilizes the complete/unprocessed channel as the input of AI encoder. By this way, network side has the chance to recover the whole channel, which would be easier for network to coordinate interference when conducting MU-MIMO scheduling. However, Option 2 filters some unnecessary components, such as spatial/frequency vectors and layers, so that AI/ML based compression may be more efficient.
Proposal 2: For spatial-frequency domain CSI compression using two-sided AI model, at least further study and evaluate the following options for different types of AI/ML model input/output,
· Option 1: The input of AI encoder is a raw channel (i.e obtained directly from CSI-RS) without any further pre-processing and corresponding output is a recovered raw channel:
· Option 1a: The raw channel is in frequency domain
· Option 1b: The raw channel is in time domain
· Option 2: The input of AI encoder is a precoding matrix which is pre-processed from a raw channel and corresponding output is a recovered precoding matrix:
· Option 2a: The precoding matrix is a group of eigenvectors
· Option 2b: The precoding matrix is an eType II-like PMI. 
2.2 Enhancement on traditional codebook design
Network is normally more powerful than UE in terms of storage, computation capability, power consumption. Therefore, network can carry out large scale AI/ML models and acquire more data for model training/updating. With this consideration, we should strive to identify any potential enhancements if AL/ML models are only implemented at network side. 
In our initial assessments, we think enhancement on eType II to improve the CSI accuracy using one-sided model deserves to be further studied. As we know, eType II reports a bunch of spatial&frequency DFT vectors and corresponding weighting coefficients. However, the selections of spatial&frequency DFT vectors and weighting coefficients are mainly left up to UE implementation. With AI/ML models, UE may be possible to only report a predefined pattern of spatial&frequency DFT vectors and corresponding weighting coefficients. As seen in the Figure 5 on the left, a comb structure is shown. Then, when network gets the Rel-16 eType II PMI, which can be fed into an AI/ML model, it’s possible to recover whole spatial&frequency DFT vectors and corresponding weighting coefficients. By this way, network may get whole channel information, which would be helpful for network to coordinate interference when conducting MU-MIMO scheduling.
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Figure 5 AI/ML framework deployed at gNB for CSI enhancement on eType II  
Proposal 3: For improving the CSI accuracy based on traditional codebook design using one-sided model, enhancement on Rel-16/17 eType II should be considered as a representative sub-use case for further study.
2.3 CSI Prediction
For CSI prediction, this sub use case can be classified from at least three aspects to our understanding: spatial domain CSI prediction, frequency domain CSI prediction, and time domain CSI prediction.
· Case A: Spatial domain CSI prediction
· For spatial domain CSI prediction, UE may be possible to only report a predefined pattern of CSI-RSs or random CSI-RSs with corresponding port IDs on M antenna ports, hence M-port channel matrix or precoding matrix can be obtained by network and fed into a AI/ML model. Then, it is possible to recover the whole N-port (N>M) channel matrix or precoding matrix. By this way, network may get whole channel information with less overhead of reference signals. 
· Case B: Frequency domain CSI prediction
· For frequency domain CSI prediction, UE may be possible to only report channel information in M frequency units with a predefined pattern. Then, the channel information from M frequency units is fed into a AI/ML model. Finally, it is possible to recover the whole channel information of N frequency units (N>M). By this way, network may also get whole channel information with less overhead of reference signals. 
· Case C: Time domain CSI prediction
· From our view, this sub-use case should be deprioritized in Rel-18 AI PHY, because we need a long period of time to align evaluation methodology. It would be better to wait for the completion of Rel-18 MIMO WI before studying AI-based time domain CSI prediction. 
Proposal 4: For CSI prediction, we need to identify at least three aspects for further study: CSI prediction in spatial domain, frequency domain and time domain. However, time domain CSI prediction can be deprioritized in Rel-18 AI PHY, waiting for progress in Rel-18 MIMO session. 
3 Life cycle management
As we know, UE locations and channel environments may be changed over time, which may impact the effectiveness of AI/ML models. Therefore, the AI/ML operations that can be adaptive to dynamic variations should be taken into account. Also, model monitoring, model update, model switching, or model activation/deactivation play important roles in model life cycle management, which guarantees the performance of AI models. From our points of view, there could be at least the following three cases which need to be studied: 
· Case 1- A common AI/ML model that is applicable to all scenarios:
· This case can be seen as issues to define model generalization capability. During data collection stage, an enormous dataset may be expected to be collected to cover all scenarios and all situations. Then, a large scale of AI/ML model may need to be trained. And the AI/ML model can be adaptive to dynamic changes. In our view, the effort to collect data and the complexity to train/deploy an AL/ML model would be too high to be affordable.
· Case 2- AI/ML model switching to adapt different scenarios based on model performance monitoring:
· This case may involve AI/ML model monitoring, model switching, or deactivation, showing potential specification impacts. UE and network may use an appropriate set of AI/ML models, which shows good system performance currently. However, if UE locations or channel scenarios greatly change resulting in a sharp performance loss later, how network/UE monitors the performance loss can be considered from the following two options:
· Option A: Model monitoring at UE:
· Network should transfer the AI decoder to UE. UE inputs the current CSI into AI encoder and transferred decoder to obtain the recovered CSI, and compares the recovered CSI with the original CSI to determine the current AI decoder performance, which is shown in Figure 6. This approach requires the network to transfer the AI decoder to UE additionally, and UE needs to execute the redundant calculation for AI decoder, which brings additional downlink transmission load, UE computation complexity, and power consumption.
          [image: ]
Figure 6 Model monitoring at UE
· Option B: Model monitoring at NW
· UE should feed back the output CSI from the AI encoder and the reference CSI to network. The network applies the AI decoder to obtain the recovered CSI and compares it with the reference CSI reported by UE to determine the performance of the current AI decoder, which is shown in Figure 7. The reference CSI can be the original input CSI or the high-precision CSI, e.g. AI CSI with low compression rate or traditional eType II-like CSI. However, this approach mayl bring additional uplink transmission load. Besides, some other indirect methods can be utilized to reflect model performance, e.g. eventual system performance or data distribution difference, whether it’s reliable enough should be further studied.
        [image: ]
Figure 7 Model monitoring at NW
· When performance loss is monitored that the loss exceeds a certain value threshold or maintains a certain period of time, UE/network may trigger a model switching request. A new AI/ML model may be configured/activated to recover from the performance loss. By this way, network/UE may need to maintain a library of AI/ML models to be retrieved when needed. However, if the performance loss is difficult to recover, AI/ML model deactivation or fall back conventional methods should be possible. 
· Case 3-An offline trained AI/ML model to be updated online:
· When the offline AI/ML model meets a new scenario and a certain performance loss occurs, online training can also be performed to modify the model parameters and/or model structure to satisfy the current scenario. In real environment, the sequential relationship of new training data collection, online training and model inference should be further studied. For example, whether we should come up with restrictive timelines for the three steps is still a challenge. Besides, in online updating phase, extra overhead of reference signals over the air interface are demanded and backward gradient calculation may be challenging at least for UE.
Proposal 5: During study phase, companies need to evaluate and identify the solutions to perform model life cycle management in CSI feedback enhancement, at least following perspectives can be further studied:
· Case 1: A common AI/ML model that is applicable to all scenarios
· Case 2: AI/ML model switching to adapt different scenarios based on model performance monitoring
· [bookmark: _GoBack]Case 3: An offline trained AI/ML model to be updated online
4 Conclusion
In this contribution, we discuss the sub use case for AI/ML based CSI feedback and identify some specification impacts. We have the following proposals:
Proposal 1: In CSI compression using two-sided model, the following mechanisms for AI/ML model training will be further studied:
· Type 1: On-network training of two-sided model with model transfer to UE
· Type 2: On-UE training of two-sided model with model transfer to NW
· Type 3: Joint training of two-sided model without specified interactions between UE and NW
· Type 4: Joint training of two-sided model with specified interactions between UE and NW
· Type 5: Separate training at UE side and NW side for CSI feedback generation model / CSI reconstruction model respectively
Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. However, generation model and reconstruction model for separate training are trained in different loops for forward propagation and backward propagation.
Proposal 2: For spatial-frequency domain CSI compression using two-sided AI model, at least further study and evaluate the following options for different types of AI/ML model input/output,
· Option 1: The input of AI encoder is a raw channel (i.e obtained directly from CSI-RS) without any further pre-processing and corresponding output is a recovered raw channel:
· Option 1a: The raw channel is in frequency domain
· Option 1b: The raw channel is in time domain
· Option 2: The input of AI encoder is a precoding matrix which is pre-processed from a raw channel and corresponding output is a recovered precoding matrix:
· Option 2a: The precoding matrix is a group of eigenvectors
· Option 2b: The precoding matrix is an eType II-like PMI. 
Proposal 3: For improving the CSI accuracy based on traditional codebook design using one-sided model, enhancement on Rel-16/17 eType II should be considered as a representative sub-use case for further study.
Proposal 4: For CSI prediction, we need to identify at least three aspects for further study: CSI prediction in spatial domain, frequency domain and time domain. However, time domain CSI prediction can be deprioritized in Rel-18 AI PHY, waiting for progress in Rel-18 MIMO session. 
Proposal 5: During study phase, companies need to evaluate and identify the solutions to perform model life cycle management in CSI feedback enhancement, at least following perspectives can be further studied:
· Case 1: A common AI/ML model that is applicable to all scenarios
· Case 2: AI/ML model switching to adapt different scenarios based on model performance monitoring
· Case 3: An offline trained AI/ML model to be updated online
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