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Introduction

In 3GPP TSG RAN #94e meeting, a new SID was approved to study AI/ML technologies over air interface [1].  Furthermore, RAN1#109e had reached some progress on description of terminologies and collaboration levels [2]. During RAN1#109e, we have identified some important issues for general aspects of common AI PHY framework. In this contribution, we provide our further views on the identified issues.

Description of terminologies 

In RAN1#109e, a list of terminologies has been defined to facilitate further discussion and align some common understandings. Some other terminologies have been discussed but no consensus was made. In this section, we would like to include more terminologies to the list. 
Offline training and online training:

There are diverse views on how to define offline training and online training especially for the following controversial issues:


Issue#1: Training is performed in real-time or non-real-time 

Issue#2: Whether training is performed at the same node as where inference happens or not

Issue#3: Whether the data being used for training should be newly collected or not
For Issue#1, it might be hard to define the timeline restriction on the model training at this point. If it’s indeed necessary, it would be better to have other implicit connections to this timeline restriction. For example, it may be needed to define in specification the sequential relationship of new training data collection, online training and model inference based on the online training. To our understanding, all the three steps should be operated continuously and sequentially for online training. For Issue#2, the nodes for model training and model inference can be different, the node in operation can also receive some model update from other node, where the model update may come from online training or offline training. Regarding the issue#3, it’s ambiguous on how to define newly collected data for online training. Instead, as discussed above, the sequential relationship may somehow indicate that online training should be based on new training data. However, we may not come up with a concrete solution for the sequential relationship at this early stage. It still depends on further discussion on the potential specification impacts
Observation 1: Instead of defining the timeline restrictions for training and new data collection, we can further study the sequential relationship of new training data collection, online training and model inference, which should be operated continuously and sequentially at least for online training.
We propose the following general description for offline training and online training, which may facilitate our further discussion:
Offline training: An AI/ML model is updated when a whole training dataset is available at the time of model training and the AI/ML model can be used for model inference when model training is completed based on the whole training dataset, where the nodes for model training and model inference can be the same or different.
Online training: An AI/ML model is continuously updated as more training data arrives sequentially and the updated AI/ML model is also continuously used for model inference, where the nodes for model training and model inference can be the same or different.

Other terminologies:
In RAN1#109e, we have agreed the following definition for model transfer:

	Model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.


In addition to the model parameters and structure, the delivery of model description is also important, which is to align the understanding on the AI/ML model among nodes. The model description may include model functionality, model ID, model input data type/size, model output data type/size, pre-processing of model input and post-processing of model output. For example, UE may download an AI/ML model from outside server, which may be transparent to network side. Therefore, UE should disclose some model description information to network side. In this way, network can know the assistance data, UCI format for a measurement report required by the AI/ML model. 
	 Model description
	Descriotion of model functionality, model ID, model input data type/size, model output data type/size, pre-processing of model input and post-processing of model output for an AI/ML model


In addition, model activation, model deactivation and model switching were also discussed in RAN1#109e. Those definitions may help our further discussion on life cycle management. It’s better to incorporate them into the list.

Proposal 1: Include the following definitions to the list of terminologies:
	Offline training
	An AI/ML model is updated when a whole training dataset is available at the time of model training and the AI/ML model can be used for model inference when model training is completed based on the whole training dataset, where the nodes for model training and model inference can be the same or different.

	Online training
	An AI/ML model is continuously updated as more training data arrives sequentially and the updated AI/ML model is also continuously used for model inference, where the nodes for model training and model inference can be the same or different.

	Model description
	Description of model functionality, model ID, model input data type/size, model output data type/size, pre-processing of model input and post-processing of model output for an AI/ML model

	Model activation
	Enable an AI/ML model for a specific function

	Model deactivation
	Disable an active AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function


Collaboration levels
	Agreement:
Take the following network-UE collaboration levels as one aspect for defining collaboration levels

1.
Level x: No collaboration

2.
Level y: Signaling-based collaboration without model transfer

3.
Level z: Signaling-based collaboration with model transfer

Note: Other aspects (e.g., with/without model updating, to support training/inference) for defining collaboration levels are not precluded and will be discussed in later meetings, 

FFS: Clarification is needed for Level x-y boundary 


Who is responsible for maintaining AI/ML models? 

According to the agreement in RAN1#109e, collaboration levels are categorized from signaling and model transfer perspectives. To support model transfer, there are some issues need to be considered. Based on our initial analysis, depending on the entities involved to deliver AI/ML model, there could be three types:

gNB centric: Model delivery via signalings between gNB and UE
Pros: Low latency for model transfer and scheduling, e.g., for the use cases of CSI feedback and beam management
Cons: Hard to address degradation due to UE mobility; representation format alignment for AI/ML model among transmitting end and receiving end; hardware efficiency on the AI/ML model; Possible need for delivery of proprietary information across vendors
Core network centric: Model delivery via signalings between CN and NG-RAN
Pros: High flexibility to maintain a model library in a centralized management function; forward compatibility by adapting to rapid development of AI/ML technologies. E.g., for the use cases of CSI feedback, beam management and positioning
Cons: Specification impacts among different entities; representation format alignment for AI/ML model among transmitting end and receiving end; hardware efficiency on the AI/ML model across vendors; Possible need for delivery of proprietary information across vendors
Cloud centric: Model delivery is transparent to specifications (e.g., via application layer from OAM or OTT sever)
Pros: maintain the proprietary information; no issue for representation format alignment; increase hardware efficiency. E.g, for the use cases of beam management and positioning
Cons: gNB may have less control over the AI/ML model when AI model happens at UE side; not appropriate for two-sided AIML model.
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Figure.1 Three types of model delivery
There are different pros and cons for different types, which may lead to different levels of specification impacts in RAN1. Some model delivery mechanisms may also have impacts in RAN2/3, which can be discussed in dedicated TUs of corresponding working groups. To facilitate further evaluation in RAN1, we should at least make some assumptions in model delivery and identify potential specification under the assumptions.

Proposal 2: To facilitate further evaluation in RAN1, at least consider following assumptions for model delivery:

gNB centric: Model delivery via signalings between gNB and UE
Core network centric: Model delivery via signalings between CN and NG-RAN
Cloud centric: Model delivery is transparent to specifications (e.g., via application layer from OAM or OTT sever)
Proposal 3: Further study the mechanisms to support model transfer at least considering:
 Model representation format alignment among nodes
Hardware efficiency to the receiving end
Proprietary information disclosure across vendors
Whether to incorporate model update in the collaboration levels?

According to the definition of model update below, the model update is more like a model training (model retraining or model fine-tuning via online/offline training) procedure rather than defining a new procedure dedicated for model update. To our understanding, after the model update, a legacy AI/ML model in operation may need to be updated/replaced by a new AI/ML model, which can be either a fine-tuned AI/ML model (including updates only on parameters or both parameters and structure) to the legacy AI/ML or a re-trained AI/ML model. As you can see,  this procedure is already in the context of the definition for model transfer. Therefore, there is no need to incorporate model update in the collaboration levels.
	Model update
	Retraining or fine tuning of an AI/ML model, via online/offline training, to improve the model inference performance.

	Model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.


Observation 2: Model update is a model training procedure. The delivery of re-trained AI/ML model or fine-tuned AI/ML model is a part of model transfer.

Proposal 4:  There is no need to incorporate model update in the collaboration levels between UE and network.

Whether to define different collaboration levels for model training/model inference?
Firstly, it might be better to further categorize the model training depending on model transfer and entities involved for model training and inference as stated below:
Without model transfer
On-network training of one-sided model
This may not have RAN1 specification impacts in model delivery. However, as discussed above, the model delivery may happen between CN and NG-RAN, which can be further discussed in RAN2/3.
On-UE training of one-sided model
The model parameters and model structure are transparent to network side. The disclosure of model description might be necessary in order to align the same understandings. Moreover, it can also benefit the life cycle management of AI/ML model.
Joint training of two-sided model with specified interactions between UE and network
This requires interactions between UE and network regarding training data, intermediate results for forward propagation and backward propagation. However, proprietary implementation of AI/ML model can be kept for both UE side and network side.
Joint training of two-sided model without specified interactions between UE and network
In this way, the AI/ML model is trained via multi-vendor agreements. No model transfer is required after deployment. However, it’s still not clear on how to develop an AI/ML model jointly between network vendor and UE vendor(e.g., through IODT?). In addition, it may be hard to conduct model update and to keep proprietary implementation.
Separate training of two-sided model
This requires interactions between UE and network regarding training data, intermediate results for forward propagation. The training data and intermediate results acquired by one side can be used for AI/ML input and output for training an AI/ML model in another side. In this way, proprietary implementation of AI/ML model can be kept for both UE side and network side.
With model transfer: As discussed above, the model transfer may have some issues on model representation format alignment, hardware efficiency degradation and proprietary information disclosure, which needs further study in AI PHY agenda.
On-network training of one-sided model
On-UE training of one-sided model
On-network training of two-sided model 
On-UE training of two-sided model 
To sum up, model training should have some further characterization, which indeed will lead to different specification impacts. Whether it should be incorporated in the collaboration levels agreed in RAN1#109e or be categorized independently can be further discussed. 

Proposal 5: Further categorize the model training depending on model transfer and entities involved for model training and inference as follows:
Without model transfer
On-network training of one-sided model
On-UE training of one-sided model
Joint training of two-sided model with specified interactions between UE and network

Joint training of two-sided model without specified interactions between UE and network

Separate training of two-sided model
With model transfer: 
On-network training of one-sided model
On-UE training of one-sided model
On-network training of two-sided model 
On-UE training of two-sided model 
As for model inference, our understanding is that it happens after model training, model transfer and model deployment, it doesn’t involve any model transfer procedure that is used for categorization of collaboration levels. Therefore, it’s not necessary to be included in collaboration levels. To our understanding, model inference should focus on data collection for model input and report feedback based on the model output. The model input may have specification impacts on reference signal configurations and assistance data delivery. For model output, its specification impacts mainly include quantization methods, measurement report format/UCI mapping order and the priority for contents included in the measurement report.

Observation 3: The model inference happens after model training, model transfer and model deployment, it doesn’t involve any model transfer procedure that is used for categorization of collaboration levels
Proposal 6: For model inference, the efforts to identify specification impacts should focus on data collection for model input and report feedback based on the model output. 
Model life cycle management (LCM)

An AI/ML model, once trained and configured, may not always work well in any circumstances. The data distribution for training and inference are generally different, which may lead to performance degradation. This may be particularly obvious for AI/ML model over air interface due to dynamic variations of wireless channel. Therefore, life cycle management of AI/ML model is very essential to maintain long-term performance. As shown in Figure 2, a general procedure for model life cycle management may include model download, model description, model configuration, model activation, model performance monitoring, model deactivation, model switching and model update. The orders for different steps may be interchangeable. For example, model download may happen after model configuration.
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Figure.2 A general procedure for model life cycle management

Model description
 The model description may include model functionality, model ID, model input data type/size, model output data type/size, pre-processing of model input and post-processing of model output. For example, UE may download an AI/ML model from outside server, which may be transparent to network side. Therefore, UE should disclose some model description information to network side. In this way, network can know the assistance data, UCI format for a measurement report required by the AI/ML model. 

Model configuration
Based on model description information, gNB may provide the configurations for UE measurement report associated with the model functionality and model ID. UE will know the data (e.g., reference signal) used for measurement report and the contents (e.g., report quantity or codebook configuration) needed to be included in the measurement report.
UE capability report
Compared to conventional fixed UE capability report, AI based method may need to study dynamic UE capability report. Due to high complexity in computation and storage, UE may report its temporary UE capability based on its hardware utilization at the moment. In another aspect, when UE will download an AI/ML model is not controlled by gNB in sometimes, it may not be possible to disclose UE capability once UE enters RRC connected state. Furthermore, the rapid development of AI/ML technologies make it very hard to use a fixed UE capability to describe all models.
In addition, possible conflicts between conventional method and AI based method should also be taken into account. In some cases, the concurrent usage of the two methods should be possible. However, some kind of priority may need to be discussed. In an extreme case, when the AI based method cannot guarantee its performance, a fallback mode to conventional method should always be possible.
Model activation/deactivation/switching
gNB may activate/deactivate/switch an AI/ML model according to the model ID.
Model performance monitoring
Inference accuracy: UE/network may constantly be able to access some ground-truth labels so that UE can calculate and report its model inference accuracy. In this way, network may know the model performance and make subsequent decisions.
Mixed reports: UE may report both conventional measurement report and AI based measurement report so that two measurement reports can cross-check each other.
Self-monitoring: An AI/ML model is able to self-monitor its performance, which is the most convenient and efficient way since no additional RS overhead or report overhead is required. For example, if the AI/ML model can detect that the distribution between training dataset and inference data has been changed a lot, it cannot make sure that the AI/ML model can get expected output.
Eventual system performance: This is indirect way to reflect the model performance, whether it’s reliable enough should be further studied.
Model update
According to the definition, model update includes retraining or fine-tuning an AI/Ml model by offline training or online training. For offline training, as we discussed in section 3, different kinds of mechanism may lead to various differences on specification impacts. For online training, the sequential relationship of new training data collection, online training and model inference should be further studied. For example, whether we should come up with restrictive timelines for the three steps is still a challenge.
Proposal 7: Further study model life cycle management, which should at least include:

Model description 
Model functionality, model ID, model input data type/size, model output data type/size, pre-processing of model input and post-processing of model output for an AI/ML model.
Model configuration 
UE capability report
Dynamic UE capability report
Conflicts handling between conventional method and AI based method
Model activation/deactivation/switching
Model update 
Retraining or fine-tuning via offline training
Retraining or fine-tuning via online training
Conclusions

In this contribution, we provide our further views on the identified issues for general aspects of common AI/ML framework. We have the following observations and proposals:

Observation 1: Instead of defining the timeline restrictions for training and new data collection, we can further study the sequential relationship of new training data collection, online training and model inference, which should be operated continuously and sequentially at least for online training.
Proposal 1: Include the following definitions to the list of terminologies agreed in RAN1#109-e:
	Offline training
	An AI/ML model is updated when a whole training dataset is available at the time of model training and the AI/ML model can be used for model inference when model training is completed based on the whole training dataset, where the nodes for model training and model inference can be the same or different.

	Online training
	An AI/ML model is continuously updated as more training data arrives sequentially and the updated AI/ML model is also continuously used for model inference, where the nodes for model training and model inference can be the same or different.

	Model description
	Description of model functionality, model ID, model input data type/size, model output data type/size, pre-processing of model input and post-processing of model output for an AI/ML model

	Model activation
	Enable an AI/ML model for a specific function

	Model deactivation
	Disable an active AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function


Proposal 2: To facilitate further evaluation in RAN1, at least consider following assumptions for model delivery:

gNB centric: Model delivery via signalings between gNB and UE
Core network centric: Model delivery via signalings between CN and NG-RAN
Cloud centric: Model delivery is transparent to specifications (e.g., via application layer from OAM or OTT sever)
Proposal 3: Further study the mechanisms to support model transfer at least considering:
 Model representation format alignment among nodes
Hardware efficiency to the receiving end
Proprietary information disclosure across vendors
Observation 2: Model update is a model training procedure. The delivery of re-trained AI/ML model or fine-tuned AI/ML model is a part of model transfer.

Proposal 4:  There is no need to incorporate model update in the collaboration levels between UE and network.

Proposal 5: Further categorize the model training depending on model transfer and entities involved for model training and inference as follows:
Without model transfer
On-network training of one-sided model
On-UE training of one-sided model
Joint training of two-sided model with specified interactions between UE and network

Joint training of two-sided model without specified interactions between UE and network

Separate training of two-sided model
With model transfer: 
On-network training of one-sided model
On-UE training of one-sided model
On-network training of two-sided model 
On-UE training of two-sided model 
Observation 3: The model inference happens after model training, model transfer and model deployment, it doesn’t involve any model transfer procedure that is used for categorization of collaboration levels
Proposal 6: For model inference, the efforts to identify specification impacts should focus on data collection for model input and report feedback based on the model output. 
Proposal 7: Further study model life cycle management, which should at least include:

Model description 
Model functionality, model ID, model input data type/size, model output data type/size, pre-processing of model input and post-processing of model output for an AI/ML model.
Model configuration 
UE capability report
Dynamic UE capability report
Conflicts handling between conventional method and AI based method
Model activation/deactivation/switching
Model update 
Retraining or fine-tuning via offline training
Retraining or fine-tuning via online training
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