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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
[bookmark: _Hlk111214318]During RAN#94e, a follow-up SI on XR enhancements for NR in Rel-18 was approved [1].
During RAN1#109-e meeting, a lot of candidate capacity enhancement techniques, as well as common principles for assessing candidate techniques, were discussed, and the output agreements and conclusions are summarized in Appendix C.
In this contribution, mechanisms beneficial for XR-specific capacity improvements will be discussed, including SPS and CG enhancements, as well as dynamic scheduling enhancements.
2. Discussion
1. 
2. 
2.1 SPS enhancements
Semi-Persistent Scheduling (SPS) can be configured for DL periodic traffic. The signaling overhead can be reduced since after an activation, PDSCH resources for DL transmissions are allocated periodically without the need of scheduling DCI. However, the time and frequency resource allocations for SPS are semi-statically configured. Therefore, the SPS mechanism is mainly suitable for services with packet sizes that are constant or vary only within a very limited range.
It is well known that the most typical characteristics of XR traffic are variable packet size, non-integer periodicity and jitter. To accommodate XR traffic with non-integer periodicity, multiple SPS configurations with different starting times can be configured. However, configuring multiple SPS configurations is inefficient from the perspective of resource utilization, since a large number of SPS resources need to be reserved, which may occupy too much time-frequency resources, and finally deteriorate the capacity performance. More importantly, the SPS mechanism with semi-static resource allocation cannot dynamically adapt to XR traffic with variable packet size and jitter, which would result in decreased spectrum efficiency. 
Figure 1 (a) illustrates the comparison of capacity performance between dynamic scheduling and SPS based on the simulation assumptions in Appendix A, and SU-MIMO scheduler is assumed in the comparison. The legends "Dynamic scheduling, A" and "SPS-periodicity Bms, A" in Figure 1 indicate that the system capacity is A UEs/cell, and SPS periodicity is B ms. 
In the simulation, the conditions for switching to dynamic scheduling are assumed as following:
· The reserved SPS resources are determined based on the mean packet size. If the allocated SPS resources are not enough to accommodate all data of a packet, dynamic scheduling will be performed to schedule the remaining data of the packet.
· When a packet arrives at a gNB, if there is no corresponding SPS resource within 4ms after the packet arrival time, the gNB will immediately carry out dynamic scheduling to ensure UE experience and the unused SPS resources before the arrival time of a next packet will also be released for dynamic scheduling.  For example, in the case of SCS=30KHz where 8 slots are equal to 4ms, if the packet arrives at the gNB in slot n and no SPS resource is available in the following 8 slots (i.e., from slot n to slot n+7), the gNB will allocate resources for the packet via dynamic scheduling from slot n based on available resources. 
· SPS is only used for new transmission, retransmission will be scheduled by dynamic scheduling.
It can be observed in Figure 1 (a) that the system capacity of dynamic scheduling is 8.16 UEs/cell, which is much larger than that of SPS with periodicity of 8 ms or 17 ms. This is because the SPS resources reserved in advance cannot match the packets arrival well due to non-integer traffic periodicity and random jitter, which may cause increased latency. Moreover, the reserved SPS resources cannot match the packet with varying size, which may result in low resource efficiency. In addition, the pre-configured MCS may not match the dynamically changing channel state well. The mismatch of resource allocation with packet arrival time and size, as well as mismatch of MCS with channel state, would result in inefficient SPS resource utilization and increased PER, which would further degrade the system capacity. On the other hand, dynamic scheduling can provide more resource efficient scheduling and reduce the latency. 
Figure 1 (b) illustrates the ratio of the actually utilized SPS PDSCHs and the total PDSCHs including dynamically scheduled PDSCHs and actually utilized SPS PDSCHs, in the form of ratio of DL PRB numbers as a percentage. Note that the remaining DL resources are used for dynamic scheduling after excluding the resources for actual SPS transmissions. 
It can be observed from Figure 1 that the capacity performance of SPS with periodicity 17ms is higher than that of SPS with periodicity 8ms since lower ratio of utilized SPS PDSCHs means higher ratio of dynamic scheduling, which can bring much more capacity gain.
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[bookmark: _Ref110591777]Figure 1. Comparison of capacity performance between dynamic scheduling and SPS
In DL, a gNB can accurately know the detailed information of DL packets and perform dynamic scheduling timely. In this regard, the gNB can dynamically serve DL data based on the buffer status, channel state and traffic characteristic(s), etc. Based on the above simulation results, compared to SPS, dynamic scheduling can provide much higher capacity performance due to more flexibility, as well as timelier and more accurate link adaptation. Therefore, for DL XR traffic, enhancements for dynamic scheduling can be prioritized, while SPS enhancement for XR should be de-prioritized.
Observation 1: System capacity of dynamic scheduling is much larger than that of SPS.
Proposal 1: SPS enhancement for XR should be de-prioritized in Rel-18 XR SI.
2.2 CG enhancements
To reduce latency of UL transmission, configured grant (CG) transmission can be used. A UE can transmit UL data using CG resources after configuration (of a CG Config Type 1) or an activation (of a CG Config Type 2), without the need of receiving UL grant from the gNB. The usage of CG is also beneficial for signalling overhead reduction.
For XR traffic, it is beneficial to configure CG PUSCH transmission for packets from the stream of UL pose/control, since UL pose/control packets arrive periodically with no jitter and are frequent with small packet sizes that are fixed or vary only within a very limited range. If UL pose/control packets would be served by regular SR, BSR reporting and dynamic scheduled PUSCH transmission, the PDB requirement may not be satisfied with a high probability, and meanwhile the overhead of SR/BSR reporting and UL grant could be large, resulting in low resource efficiency.
In Figure 2, two cases are evaluated, where UL pose/control packets are conveyed by CG and DG PUSCH, respectively. The simulation assumptions are summarized in Appendix A. For CG PUSCH transmission, a periodicity of 5ms is assumed to better align with the assumed TDD pattern. For DG PUSCH transmission, a BSR delay of 5ms is assumed, where the modelling of BSR delay is described in Appendix B.

[bookmark: _Ref102041136]Figure 2. System capacity for pose/control stream of UL AR/VR/CG (FR1, Indoor Hotspot scenario) 
From Figure 2 it can be observed that when UL pose/control packets are conveyed by CG PUSCH, the system capacity is at least more than 30 UEs/cell, however, when UL pose/control packets are conveyed by DG PUSCH, the system capacity is less than 10 UEs/cell. In this regard, adopting CG for UL pose/control packets is beneficial for capacity performance at least in some cases.
In the above cases, legacy CG mechanism can be reused without desirable enhancements, e.g. using a CG configuration with periodicity set to that of the UL pose/control stream, to convey corresponding UL pose/control packets.
In addition, for UL video traffic with varying packet size, CG PUSCH can also be used to report corresponding BSR triggered by arrival of video packets, where only small number of PRBs are required to be allocated for the CG PUSCH. To be specific, since UL video packets are periodically generated, CG PUSCH transmission can be configured for reporting BSR after the arrival of a UL video packet. It can benefit from latency reduction for BSR reporting and no SR procedure will be involved. 
Observation 2: It is beneficial to re-use legacy CG mechanism for conveying UL pose/control stream, as well as for BSR reporting for UL video traffic.
If CG PUSCH is used for BSR reporting for UL traffic with non-integer periodicity, such as video stream, multiple CG configurations with legacy integer periodicities can be used to convey BSR reports. However, it may decrease resource efficiency. Alternatively, potential enhancements may be considered, e.g., supporting configuring non-integer periodicities for a CG configuration. 
Proposal 2: To convey BSR reports for UL video traffic, multiple CG configurations or non-integer CG periodicity can be considered to solve the non-integer XR traffic periodicity issue.
For UL video stream, CG resources may also be configured to convey video packets for latency reduction, as well as DCI overhead reduction.
The non-integer periodicity issue for UL video stream is discussed above, and the same solutions can be considered. Compared to BSR reporting for UL video stream, decrease of resource efficiency will become more critical if adopting multiple CG configurations with legacy integer periodicities to convey video packets. Therefore, it is preferred to configure non-integer periodicity for a CG configuration used for conveying video packets.
Besides, for UL video stream, frame size is varied among frames, but CG resources are semi-statically configured by RRC or indicated by activation DCI. To solve the issue of variable frame sizes, multiple PUSCH transmission occasions within a period can be considered, which can be realized by configuring multiple CG configurations with same periodicity and different starting times, each of which corresponds to a single PUSCH transmission occasion within a period, or configuring one CG configuration enhanced with multiple PUSCH transmission occasions within a period. Then, resources for CG in a period may be excessively allocated. To improve the resource utilization, it can be considered to recycle the unused resources dynamically as shown in ​Figure 3.  For example, UCI or BSR can be used to inform the gNB whether a CG PUSCH resource can be recycled. 


[bookmark: _Ref111019637]Figure 3. Example of CG resource recycling based on data volume

Proposal 3: Study potential CG PUSCH enhancements for UL video traffic, e.g., non-integer CG periodicity, multiple transmission occasions within a CG period, and recycling of unused CG resources. 
2.3 Dynamic scheduling enhancements
1. 
2. 
2.1. 
2.2. 
2.3. 
Enhancements related to UL buffer status
In Rel-15/16 NR, UL data arrives at a UE’s L2 buffer(s), and the UE requests UL-SCH resources for the UL data by SR/BSR mechanisms. In the BSR mechanism, several types of triggerable BSRs are defined, i.e. ‘Regular BSR’, ‘Periodic BSR’ and ‘Padding BSR’, and the volume of UL data is reported by a BSR MAC CE when at least one BSR has been triggered and not cancelled, and there are UL-SCH resources available for a new transmission and the UL-SCH resources can accommodate the BSR MAC CE plus its subheader. More details can be found in [2].
Due to the triggering mechanisms defined for BSR, as well as reporting granularities defined for UL data volume, resulting from the mapping between buffer size indexes and the total amount of data available for a logical channel group, rough reporting of UL data volume can be realized by legacy BSR mechanism with potential delay, which is efficient for eMBB services. But for XR services, which may involve a large amount of data for transmission, as well as stringent delay budget at the same time, the legacy BSR mechanism may not be sufficient, or even become the bottleneck for UL data transmission. For example, the aforementioned reporting granularities, in terms of reporting  UL data available for a logical channel group, quantizing the UL data volume to a buffer size index included in a BSR MAC CE, etc., may be too rough for the gNB to be aware of the UL data pending for UL scheduling, resulting in potential mismatch of the allocated UL-SCH resources and the pending UL data, which may further lead to potential waste of UL-SCH resources, as well as delayed scheduling. As a result, the performance of UL capacity for XR services may be degraded significantly.
To deal with the aforementioned issue(s), a straightforward solution may be enhancing the BSR mechanism in the following aspects:
· Smaller reporting granularities and more detailed information reporting. In legacy BSR mechanism, a logical channel group can contain only single logical channel by configuration. But based on the legacy BSR mechanism only the total amount of data available for the logical channel group can be reported, even though for the logical channel / logical channel group, several packets from one or more QoS flows/streams may be pending for transmission, each with different arriving time, total PDB or remaining PDB, etc. If more detailed information for these packets or QoS flows/streams can be reported by the UE in addition to the total amount of available data, gNB can allocate UL-SCH resources differentially for each QoS flow/stream, packet or set of packets, resulting in more matched and efficient UL scheduling. For example, in a BSR report, queuing delay or remaining PDB for each pending packet or each set of packets can be additionally included, to assist the gNB for more efficient UL scheduling.
· New triggering mechanisms for reporting. To facilitate timelier BSR reporting, new triggering mechanisms can be studied. For example, if a new packet or a new set of packets belonging to a logical channel / QoS flow/stream satisfying pre-defined requirement(s) arrives at L2 buffer(s), or, the amount of data of the logical channel / QoS flow/stream pending for transmission exceeds a pre-defined threshold, a BSR can be triggered. As a result, faster BSR reporting can be achieved based on buffer status change, which can further facilitate more timely UL scheduling.
Observation 3: It is beneficial to study enhanced BSR mechanism for XR traffic to facilitate timelier and matched UL scheduling.

Alternatively, since the UE is more aware of pending UL transmission, including new data available for transmission, as well as multiplexed data in a TB for which an initial transmission has been performed and potential re-transmission(s) may be required, the UE may adjust the conveyed content and/or attribute(s) of a dynamically granted UL transmission before performing the UL transmission when pre-defined condition(s) is met, which is illustrated in Figure 4.

[bookmark: _Ref47378168]Figure 4. UE adjusts content and/or attribute(s) of a DG PUSCH
For example, when the UE performed the initial transmission for a TB, and detects a DCI scheduling re-transmission for the TB, the UE identifies that the TB cannot be decoded correctly at gNB side based on the initial transmission, and a re-transmission for the TB is planned by the gNB. However, the UE identifies that some or all of UL data multiplexed in the TB has been expired due to elapsed PDB before the end time of the scheduled DG PUSCH, but this is not visible at gNB side based on legacy BSR mechanism. Even if the TB can be decoded correctly by the gNB based on the scheduled re-transmission, the UL data multiplexed in the TB may be meaningless when all of it has been expired. Alternatively, when the UE has other pending UL data, the UE may stop re-transmitting the outdated TB and discard it. Instead, the UE may prepare a new TB based on the pending UL data, and perform initial transmission for the new TB using the DG PUSCH, to efficiently recycle the DG PUSCH for useful UL data transmission to avoid waste of UL resources. The UE can decide all attributes for the initial transmission of the new TB based on pre-defined rule(s) and/or configuration. Besides, an indication for the TB adjustment, i.e., changing the outdated TB to the new TB, as well as for other attribute(s) if needed, may be multiplexed in the DG PUSCH to facilitate the gNB to decode the DG PSUCH for the new TB.
Another example may be that the UE may choose a transmitted TB which may very probably require a re-transmission, and perform re-transmission for the TB using a DG PUSCH scheduled for new transmission, when no UL data is available for transmission due to L2 packet discarding based on elapsed PDB. This can be happened when all pending packets have been discarded due to temporary congestion, but no BSR is reported due to no BSR triggering for decrease of pending data in buffer(s) even to 0. With the aforementioned adjustment, a waste of UL resources due to constructing a new TB including only padding bits can be avoided, and resource efficiency, as well as reliability, can be improved.
Proposal 4: Study mechanisms to adjust the conveyed content and/or attribute(s) for a dynamic UL grant before the corresponding UL transmission, e.g. re-purposing a re-transmission grant for a new transmission or vice versa.
Multi-PXSCH scheduling
Based on previous study on characteristics and attributes of XR traffic, frames of a video stream may have large and variable sizes, with a semi-static defined periodicity and potential jitter. Therefore, (remaining) DL/UL resources in a single slot may be not enough to convey all the data of a frame, resulting in resource allocation spanning more than one slot. In this case, multi-PXSCH scheduling developed in Rel-17 B52.6GHz may be utilized to save DCI overhead and reduce latency, where more or all pending data can be scheduled by a single DCI, and allocated resources can be adapted to the pending data and cell resource utilization dynamically.
[bookmark: _Hlk110803757]Based on the simulation assumptions in Appendix A, system-level simulation is performed to compare the system capacity of VR/AR between single-PDSCH scheduling and multi-PDSCH scheduling in InH scenario, where SU-MIMO scheduler is assumed. In the simulation, the following PDCCH overhead for a slot is assumed for simplicity:
· [bookmark: _Hlk111198731]Case 1: 2 symbols in the slot are used for PDCCH, if in the slot at least one scheduling DCI is used based on single-PDSCH scheduling and/or multi-PDSCH scheduling. Note for single-PDSCH scheduling, the scheduled PDSCH and the scheduling DCI are in the same slot; similarly, for multi-PDSCH scheduling, the first scheduled PDSCH and the scheduling DCI are in the same slot.
· Case 2: No symbol in the slot is used for PDCCH, if in the slot no scheduling DCI is used.
Figure 5 shows the comparison of capacity performance between single-PDSCH scheduling and multi-PDSCH scheduling. Compared to single-PDSCH scheduling, multi-PDSCH scheduling can save PDCCH overhead, and the saved PDCCH resources can be used for PDSCH transmissions, which is the main factor to achieve capacity gain. As shown in Figure 5, compared to single-PDSCH scheduling, with multi-PDSCH scheduling the system capacity is improved from 8.16 UEs/cell to 9.58 UEs/cell for DL video traffic of 30Mbps, achieving 17.40% gain. Similarly, with multi-PDSCH scheduling, the system capacity is increased from 4.66 UEs/cell to 5.57 UEs/cell for DL video traffic of 45Mbps, with 19.53% gain observed.
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	(a) System capacity for DL video traffic of 30Mbps
	(b) System capacity for DL video traffic of 45Mbps


[bookmark: _Ref111122005]Figure 5. Comparison of capacity performance between single-PDSCH scheduling and multi-PDSCH scheduling
Observation 4: It is beneficial to adopt multi-PXSCH scheduling for resource allocation of XR traffic, especially for video traffic.
In our opinion, multi-PXSCH scheduling developed in Rel-17 B52.6GHz  can be reused as much as possible to support DL/UL scheduling of XR traffic. Meanwhile, additional enhancements may still be considered to further improve performance for XR traffic, if justified. 
For example, multiple PUCCHs may be considered where HARQ-ACK for the earlier PDSCH(s) can be reported earlier than the later PDSCH(s) scheduled by the same DCI, to reduce latency of HARQ-ACK feedback. This provides more timely feedback for gNB scheduler. An example is illustrated in Figure 6. Two PUCCHs are indicated by a DL DCI scheduling multiple PDSCHs, and HARQ-ACK for the first three scheduled PDSCHs can be reported in the first PUCCH to reduce the latency of HARQ-ACK feedback, while HARQ-ACK for the remaining PDSCHs is reported in the second PUCCH.

[bookmark: _Ref101723904]Figure 6. Multiple PUCCHs for multi-PDSCH scheduling
Proposal 5: Study potential enhancements for multi-PXSCH scheduling, e.g. earlier HARQ-ACK feedback for a sub-set of PDSCHs scheduled by a single DCI.
3. Conclusion
In this contribution, we provide our views on potential solutions beneficial for improving XR-specific capacity performance, with the following observations and proposals:
Observation 1: System capacity of dynamic scheduling is much larger than that of SPS.
Observation 2: It is beneficial to re-use legacy CG mechanism for conveying UL pose/control stream, as well as for BSR reporting for UL video traffic.
Observation 3: It is beneficial to study enhanced BSR mechanism for XR traffic to facilitate timelier and matched UL scheduling.
Observation 4: It is beneficial to adopt multi-PXSCH scheduling for resource allocation of XR traffic, especially for video traffic.

Proposal 1: SPS enhancement for XR should be de-prioritized in Rel-18 XR SI.
Proposal 2: To convey BSR reports for UL video traffic, multiple CG configurations or non-integer CG periodicity can be considered to solve the non-integer XR traffic periodicity issue.
Proposal 3: Study potential CG PUSCH enhancements for UL video traffic, e.g., non-integer CG periodicity, multiple transmission occasions within a CG period, and recycling of unused CG resources. 
Proposal 4: Study mechanisms to adjust the conveyed content and/or attribute(s) for a dynamic UL grant before the corresponding UL transmission, e.g. re-purposing a re-transmission grant for a new transmission or vice versa.
[bookmark: _GoBack]Proposal 5: Study potential enhancements for multi-PXSCH scheduling, e.g. earlier HARQ-ACK feedback for a sub-set of PDSCHs scheduled by a single DCI.
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Appendix A – Simulation assumptions
Table I. Simulation assumptions for FR1 Indoor Hotspot scenario
	Parameter
	Value

	Scenarios
	Indoor Hotspot, 12 nodes in 50 m x 120 m

	Channel model
	InH

	Carrier frequency
	4GHz

	Bandwidth 
	100 MHz, 1.72% Guard Band

	Subcarrier spacing
	30 KHz

	Frame structure
	DDDSU (S: 10D:2G:2U)

	BS Antennas 
(M,N,P,Mg,Ng;Mp,Np)
	For 32T: (4,4,2,1,1;4,4), (dH,dV) = (0.5, 0.5)λ

	UE Antennas 
(M,N,P,Mg,Ng;Mp,Np)
	2T/4R, (M, N, P, Mg, Ng; Mp, Np) = (1,1/2,2,1,1;1,1/2), 
(dH, dV) = (0.5, N/A) λ

	BS antenna pattern
	Ceiling-mount pattern, 5 dBi

	UE antenna pattern
	Omnidirectional, 0 dBi

	BS Power
	24 dBm per 20MHz

	UE max Power
	23 dBm

	UE Power
	Max Tx power: 23 dBm, (P0 = -80, alpha = 0.8)

	ISD
	20 m

	BS height
	3 m

	UE height
	1.5 m

	Noise Figure
	BS:5 dB, UE:9 dB

	Max MCS
	256QAM

	Device deployment
	100% indoor

	Down-tilt
	90 degrees

	BS receiver
	MMSE-IRC

	UE receiver
	MMSE-IRC

	Channel estimation
	Realistic

	Target BLER
	10%

	UE speed
	3 km/h



Table II.  DL traffic models of XR
	Traffic model
	VR/AR
	VR/AR

	Data rate (Mbps)
	30
	45

	Packet size distribution
	Truncated Gaussian distribution

	Mean packet size (Bytes)
	62500
	93750

	STD of packet sizes (Bytes)
	6562
	9844

	Maximum packet size (Bytes)
	93750
	140625

	Minimum packet size (Bytes)
	31250
	46875

	Packet arrival interval (ms)
	16.67
	16.67

	Packet delay budget (ms)
	10

	Jitter distribution
	Truncated Gaussian distribution

	Jitter Mean (ms)
	0

	Jitter STD (ms)
	2

	Jitter Range (ms)
	[-4, 4]



Table III.  UL traffic models of Cloud Gaming (CG) and XR
	Traffic model
	Mean packet size (Bytes)
	STD of packet sizes (Bytes)
	Min packet size (Bytes)
	Max packet size (Bytes)
	Packet arrival interval
(ms)
	PDB
(ms)
	Jitter

	pose/control stream
	100 
	0
	100
	100
	4
	10
	No

	[bookmark: _Hlk101988550]scene/video/data/audio stream
(10Mbps)
	20833
	2187
	10416
	31249
	16.67
	30
	No



Appendix B – Modelling of BSR delay
The BSR delay can be regarded as the time duration between the time when a video frame arrives at the UL buffer in a UE, and the time when the amount of data for it is reported to the serving cell by BSR reporting for UL scheduling.
Supposing the logical channel(s) to convey XR traffic is mapped to at least one SR configuration, and the SR configuration consists of a set of PUCCH resources for SR transmission, as specified in TS 38.321, when a packet arrives at L2 buffer(s), changing the status of the buffer(s) from empty to containing some available UL data, a ‘Regular BSR’ shall be triggered. If there is no UL-SCH resource available for a new transmission to accommodate a BSR MAC CE corresponding to the triggered BSR, a Scheduling Request will be triggered consequently.
The triggered SR will be carried by the configured PUCCH resource(s) for the SR configuration. Once the gNB detects the SR PUCCH transmission corresponding to the triggered SR, the gNB can schedule a UL grant for transmission of the BSR MAC CE referred before, as well as some UL data in addition, which is up to the gNB’s implementation. Then the gNB is aware of the amount of UL data pending for transmission, once it decodes correctly the BSR MAC CE transmitted according to the UL grant.
Based on the above analysis, the BSR delay can consist of the following components: 
· Delay for aligning to the nearest SR PUCCH transmission occasion.
· Duration for a number of SR PUCCH transmission occasions occupied by the UE before it receives a UL grant for initial transmission and constructs a TB containing the BSR MAC CE. Alternatively, it can also be denoted as: the duration for a number of SR PUCCH transmission occasions actually used by the UE before the gNB detects at least a SR PUCCH transmission correctly, plus the duration from the time when the gNB starts to prepare resource allocation for the detected SR PUCCH transmission, to the time when the UE receives a UL grant for initial transmission and constructs a TB containing the BSR MAC CE.
· Duration for transmission of the TB until it is correctly decoded by the gNB where re-transmission(s) may be involved.
From our perspective, the BSR delay may be in the order of N ms, depending on a lot of factors as described above. In our simulation, the value of the BSR delay is assumed as 3/5/7ms.

Appendix C – Agreements and conclusions in RAN1#109-e
Agreement
Rel-17 evaluation methodology for XR capacity enhancement captured in TR 38.838 is used as the baseline evaluation methodology for XR capacity enhancement of Rel-18 SI on XR enhancements.

Conclusion
Study of network coding for capacity enhancements during Rel-18 XR SI is down prioritized in RAN1.

Agreement
· For each candidate capacity enhancement technique for XR traffic, companies are encouraged to consider the following common principle for assessment of the candidate capacity enhancement technique:
· Identify the XR-specific issue(s) that the enhancement technique is addressing
· Identify the necessity of the enhancement technique to address the issues
· Identify whether/how the enhancements provide benefit/performance capacity gain.
· Consider at least feasibility, complexity, and system level performance evaluations in comparing the enhancement techniques. Power saving gains for a given enhancement technique can optionally be evaluated and considered in addition to these other aspects.
· The baseline scheduling scheme when comparing the proposed capacity enhancements techniques is:
· Dynamic scheduling and/or
· Semi-persistent scheduling / Configured grant scheduling
· Note: Companies are encouraged to additionally use DG scheduling as the baseline scheduling scheme when showing the capacity performance gain

Agreement
· To support a candidate capacity enhancement technique for XR traffic, capacity performance gain by the technique as compared to baseline should be shown.
· Capacity performance gain by the candidate technique as compared to baseline is a necessary condition to consider supporting the candidate technique.

Conclusion 
Companies are encouraged to use the capacity Excel sheet attached with TR 38.838 in RP-213652 for recording the simulation results that are provided in their contributions.

Agreement
To study whether/how to support a candidate capacity enhancement technique for XR traffic based SPS/CG transmissions, companies are encouraged to consider the following studies:
· Study enhancements related to multiple PDSCHs SPS transmission occasions in a period
· Study enhancements related to multiple PUSCHs CG transmission occasions in a period
· Study enhancements related to dynamic adaptation of SPS/CG parameters/configurations
· Study enhancements related to non-integer periodicity for SPS/CG transmissions.
· Note: Other studies are not precluded, as well as the combination of the above studies.
Follow the common principle for assessment of the candidate capacity enhancement technique

Agreement
To study whether/how to support a candidate capacity enhancement technique for XR traffic based dynamic scheduling/grant transmissions, companies are encouraged to consider the following studies:
· Study enhancements related to extending capability of single DCI scheduling multi-PDSCHs/PUSCHs for FR2-2 to FR1/FR2.
· Note: whether and how to discuss enhancements may depend on the outcome of Rel-17 B52.6G UE feature discussion
· Study enhancements related to HARQ-ACK and/or CBG transmissions for single DCI scheduling one or multi PDSCH(s).
· Study enhancements related to allowing different configurations per PDSCH/PUSCH
· Study enhancement related to scheduling request and/or BSR with the focus on L1 enhancements.
· Note: Other studies are not precluded as well as the combination of the above studies.
· Follow the common principle for assessment of the candidate capacity enhancement technique.

Conclusion
It is common understanding that studying of RAN2 proposed techniques for XR-awareness information to improve XR capacity can be studied in RAN1 upon request from RAN2.

Agreement
The following lists the candidate enhancements techniques for link adaptation to improve XR capacity that are proposed by companies RAN1#109-e. 
· At least the proponents are encouraged to justify the corresponding capacity benefits for XR traffic for considering potential study of these candidate enhancements techniques.  
· Delta MCS
· Soft HARQ-ACK feedback
· Cooperative MIMO scheme via precoding technique - bi-directional training
· Enhanced link adaptation for CBG-based transmission
· CSI report enhancements to address the different BLER requirements of different XR flows
· Follow the common principle for assessment of the candidate capacity enhancement technique.

Agreement
The following lists the candidate enhancements techniques based on measurement-gap link to improve XR capacity that are proposed by companies RAN1#109-e. 
· At least the proponents are encouraged to justify the corresponding capacity benefits for XR traffic for considering potential study of these candidate enhancements techniques.  
· Dynamic L1 based MG activation/deactivation. 
· Reuse current R16/R17 RRM relaxation condition to allow scheduling in MG to transform the R16/R17 RRM power saving gain into capacity gain.
· Follow the common principle for assessment of the candidate capacity enhancement technique.

Agreement
The following lists the candidate enhancements techniques to improve XR capacity that are proposed by companies RAN1#109-e.
· At least the proponents are encouraged to justify the corresponding capacity benefits for XR traffic for considering potential study of these candidate enhancements techniques.  
· Inter-UE/intra-UE multiplexing techniques, including e.g. finer granularity preemption indication
· Follow the common principle for assessment of the candidate capacity enhancement technique.
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