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[bookmark: OLE_LINK13][bookmark: OLE_LINK14]In: RAN1 #109e, discussions for other aspects on AI/ML for CSI feedback enhancement included the following points:
· Initially decide Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case.
· Further discuss other potential sub use cases, including temporal-spatial-frequency domain CSI compression by auto-encoder/decoder, CSI accuracy improvement by AI at gNB/UE side only, CSI prediction, Joint CSI prediction and compression, etc.
· Start the discussions of potential specification impact from training collaboration options, AI model transfer, for CSI compression 
[bookmark: _Hlk101456511][bookmark: _Hlk101456725]Finalize representative sub use cases for CSI feedback enhancement
Proposal 2.1.1.1.2: Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
Note: Study of other sub use cases (e.g., CSI compression involving temporal domain, or CSI accuracy improvement with one-sided model) is not precluded.
Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case.
Given the fact that CSI compression in spatial and frequency domain has been approved as one of the representative sub use cases in CSI feedback enhancement, we believe that CSI prediction is the next important sub use case to improve the overall system level performance.
CSI prediction
Proposal 2.2.2: Further discuss CSI prediction using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
For the legacy CSI feedback procedure, the CSI measurement, CSI feedback and DL transmission utilizing the CSI feedback for precoding are conducted at different time (slots). If the CSI feedback from previous time is directly used to generate DL precoding, the spectral efficiency will degrade due to the channel aging (especially in high mobility scenarios). To this regard, in addition to AI-based CSI compression mechanism AI-based CSI prediction is an inevitable way to solve such an issue. 
In AI-based CSI prediction, the AI model is designed to derive the prediction of future CSIs as the output of model when using the historical CSIs as the input. The block diagram of AI-based CSI prediction is illustrated in Figure 1.


Figure 1. The block diagram of AI-based CSI prediction
As shown in our companion contribution with the evaluation analysis [1], the scheduling delay will lead to significant degradation of SE (about 18%) when only using AI-based CSI compression, particularly in NLOS scenario. This is because the mismatch between the scheduling channel and measurement channel, also known as the channel aging phenomenon. By adding the AI-based CSI prediction, this mismatch can be relieved so as to improve the SE significantly. Specifically, with 4ms scheduling delay in LOS/NLOS mixed case, the SE gain of the sequential processing of AI-based CSI prediction and AI-based CSI compression over the pure AI-based CSI compression is more than 15%. The comparison of AI-based prediction and auto regression (AR)-based non-AI CSI prediction is also provided in [1]. It is shown that, with the same CSI configuration, the AI-based CSI prediction achieves higher accuracy than the AR-based non-AI CSI prediction. From the other point, the AI-based CSI prediction requires lower CSI-RS and less feedback overhead (frequency) while achieves the same prediction accuracy. Besides, the AI-based CSI prediction can predict arbitrary future slots while the AR-based CSI prediction can only predict the future slots with the same spacing of CSI period. At last, in the case of hardware with discontinuous phases, AI has the potential to extract the phase variation law from the historical CSIs and compensate for it to achieve prediction with high accuracy, which is hard to be solved by non-AI approaches.
Furthermore, the concern of simultaneous studies in the AI-based CSI prediction and the work conducted in R18 MIMO is expressed.
· Firstly, the work in R18 MIMO concentrates on the enhancement of codebook and time domain compression. In R18 MIMO, the role of CSI prediction is only reflected when the time window includes the future time. However, AI-based CSI prediction needs to study more specific details, e.g., the monitoring process (may introduce impacts on CSI-RS configuration and CSI report configuration), the generalization aspects, the finetuning (and online learning) process, the input and output format of model and so on. 
· Secondly, the CSI prediction in R18 MIMO is dedicated for R18 CSI codebook while the AI-based CSI prediction is an independent module which can be sequentially combined with arbitrary compression (e.g., AI-based compression and R15, R16, R17, R18 codebook-based compressions).
· Lastly, the work in R18 MIMO will not specify a prediction algorithm as a baseline. Therefore, even we wait for the process of R18 MIMO, they will not provide us any agreed-on non-AI algorithm as a baseline. If we want to compare AI-based CSI prediction with the non-AI scheme, we should discuss it in the AI/ML study item.
In conclusion, the study of AI/ML based CSI prediction is independent of the study of R18 MIMO.
Proposal 1: To ensure the enhancement of CSI at both low and high-speed scenarios, study AI/ML for time domain CSI prediction with high priority.

Potential specification impact
CSI compression with auto-encoder
LCM framework for CSI compression
Potential specification impacts are significantly related to model life cycle management framework. We summarize the LCM framework and its potential specification impacts for CSI compression with auto-encoder as follows:
· Capability report:
· Model training capability:
· Transparent model training using its own collected data (For training collaboration type 3).
· Model training for one side model with the assistance of other sides (For training collaboration type 4), e.g., the separate training of encoder or decoder in separate training. 
· Model training for two sides model with the assistance of other sides (For training collaboration type 1 and 2), e.g., joint training of encoder and decoder. 
· Model transfer ability (For training collaboration type 1 and 2):
· Receiving new AI/ML models
· Decoding information of new AI/ML models
· Loading new AI/ML models in chipset
· Data collection
· Data collection via current or potentially enhanced reference signals 
· UE side dataset collection: assistance information in CSI-RS configuration for different training data set. 
· gNB side dataset collection: gNB implementation solution, e.g., using SRS to collect uplink channel for model training.
· Data reporting via current or enhanced mechanism 
· Supporting reporting large amount of collected data 
· Assistance information for separate training (for training collaboration type 4)
· Data exchange for separate training
· Model structure information for separate training
· Model alignment procedures for separate training to guarantee the separately trained models could match each other.
· Assistant information for model transfer (for training collaboration type 1 and 2)
· Model transfer options
· Option 0: Network sends updated parameters and does not change the AI/ML model structure. (Already supported by nowadays typical chipset implementations)
· Option 1: Network sends AI/ML model parameter and structure information. (Dependent on how much the model structure is changed, recompilation may be needed.)
· Controlling signal for model transfer
· Assistance information for model inference
· Signalling to indicate pre-/post-processing methods, input configurations, UCI payload configuration, etc.
· Signaling-based model management:
· Model ID: UE would apply model ID, which could be global, local, or UE vendor specific. Model ID could include multi-vendor interoperability. 
· Model activation/deactivation/switch: When multiple models are available, gNB indicates the corresponding model ID to perform model activation/deactivation/switch.
· Performance monitoring: UE and gNB jointly monitor model performance via following methods
· If complete model (encoder and decoder) is available at UE, UE could monitor intermediate model KPI, such as the SGCS of model input/output; 
· If complete model (encoder and decoder) is available at gNB, gNB could monitor intermediate model KPI by collecting real-time CSI from UE.
· gNB could always monitor the overall performance (e.g., downlink throughput or PDSCH BLER).
· Note: neither UE nor gNB could acquire the complete model in training collaboration type 4. Consequently, performance monitoring would rely on the overall KPIs (e.g., link level throughput).
· Model updating
· Model updating via transferring updated model (for training collaboration type 1 and 2)
· Model updating via sending additional data for finetune (for training collaboration type 4)
· Transparent model updating, e.g., from OTT server (for training collaboration type 3 and no spec impacts)
Note: Descriptions on 4 training collaboration options could be referred to the proposal in [2], which is also presented in the next subsection.
Proposal 2: In CSI compression, the following key LCM components for different training collaboration can be studied:
· Data collection
· Assistance information for model inference
· Model transfer
· Model activation/deactivation/switch
· Performance monitoring
· Model updating
· Assistance information for training
Proposal 3: For data collection in CSI compression, study the potential specification impacts of:
· Data collection via current or potentially enhanced reference signals 
· Data reporting via current or enhanced mechanism 
Proposal 4: For model activation/deactivation/switch in CSI compression, study the potential specification impacts of following options:
· Model activation/deactivation/switch via model ID
Proposal 5: For performance monitoring in CSI compression, study the potential specification impacts of following cases:
· Complete model (encoder and decoder) is available at UE 
· Complete model (encoder and decoder) is available at gNB
· Neither UE nor gNB has complete model 

Training collaborations
Following proposals were made towards training collaborations in CSI compression in RAN1 #109e:
Proposal 3.1.1.2-1: 
Definition Alt 1: 
•	Joint training of two-sided model: A process to train an AI/ML model by learning the input/output relationship of the two-sided model jointly. 
•	Separate training of two-sided model: The process to train a pair of AI/ML models by learning the input/output relationship of each model separately with necessary interaction.
Definition Alt 2:
•	A two-sided model consists of a paired model-A (i.e., AI/ML model that generates CSI feedback) and model-B (i.e., AI/ML model that uses CSI feedback to reconstruct CSI).   
•	Joint training of two-sided model: A process to train model-A and model-B by learning a representation of the input in model-A and reconstructing the output based on the same representation in model-B, jointly.
•	Separate training of two-sided model: A process to train model-A and model-B by learning a representation-1 of the input in model-A and reconstructing the output based on a representation-2 in model-B, separately, with necessary interaction. 
Proposal 3.1.1.2-2: In CSI compression using two-sided model use case, offline training is prioritized. The following offline AI/ML model training collaborations will be further studied:
•	Type 1: Joint training of the two-sided model at NW side server with model transfer to exchange with UE
•	Type 2: Joint training of the two-sided model at UE side server with model transfer to exchange with NW
•	Type 3: Joint training in offline engineering with multi-vendor agreements. No model transfer is required after deployment.
•	Type 4: Separate training at UE side server and NW side server for encoder/decoder CSI feedback generation model / CSI reconstruction model respectively. 
•	FFS: Model fine tuning. 
Different specification impacts are expected to support different training options. Further discuss and clarify the pros and cons of each option.

Proposal 3.1.1.2-3: In CSI compression using two-sided model use case, the study of the following online AI/ML model training collaborations is not precluded: 
•	Joint training between network and UE via split learning.  
•	Note: Further update might be needed depending on the online training definitionin general agenda. 
Proposal 3.1.4.3-1: For joint training, further discuss at least the following options:  
-	Focus on offline training scenario, where the development and training of the two-sided models for CSI feedback happens offline without the need to involve 3GPP signaling.
-	Signaling enhancements to enable the collection of a dataset that may be useful for offline training. 
-	Transmission/reception of the datasets for training/validation/testing/inference, and/or exploit existing signaling for data collection.
-	Training data reporting
-	For field data collection, proper processing to remove the possible impairments to dataset from the RF circuit is required at UE side.
-	Potential specification impact to support re-training/re-tuning procedure. 

Proposal 3.1.4.3-2: for separate training, further discuss at least the following options: 
-	Signaling enhancements to enable the collection of a dataset that may be useful for separate training as well.
-	Format of CSI report

Firstly, we would like to discuss the definition of joint training and separate training for CSI compression:
Proposal 6: Adopt either Definition Alt 1 or Definition Alt 2 to elaborate the process of joint training and separate training in CSI compression, although Definition Alt 2 is clearer with more detailed description.
· Clarification: Joint training could be done both at single NW node and multiple NW nodes (e.g., through gradient exchange between nodes).
Secondly, for the discussion of training options, to give a clearer presentation of our views we make the following minor changes on the summaries: 1) As type 1 and type 2 are similar in principle, i.e., all referring to model transfer between gNB and UE, we summarize their pros and cons, as well as the specification impacts together; 2) We believe that from the perspective of specification impact Type 3 is the simplest option, then Type 4, and finally Type 1 and Type2. As some specification impacts are shared by all these options, we will start our discussion from the simplest option.
In training collaboration option type 3, most work would work in an offline manner transparent to 3GPP specifications. Specifically, AI/ML models have been trained before production by UE vendor or g-NB vendor or jointly, and separate training could also be considered to keep model proprietary. No matter how the models are trained, UE vendor should align with NW vendor offline, to make sure that two-sided models could work together in CSI compression. Re-training or finetuning procedure of models could be done with collected data in real deployment, without any air interface level involvement. The trained or updated models will be managed ogether by UE and gNB during lifecycle management procedure. Therefore, the expected specification impacts for training option Type 3 include:
· Data collection
· Capability report
· Assistance information for model inference
· Signaling-based model management:
· Model activation/deactivation/switch
· Performance monitoring: UE and gNB jointly monitor model performance.
If option 3 is adopted, the system could achieve better performance than purely implementation-based AI/ML solutions, as the network would acquire more information of models to better schedule radio resources. However, how to deal the generalization issue of models at a reasonable cost is a big concern. Since the AI/ML models need to be suitable for various kinds of wireless environments, different UE and/or gNB antenna deployments, it is highly possible that a huge amount of models would be trained, stored, and managed. To sum up, we have the following observation: 
Observation 1: Pros and cons of training collaboration Type 3 include:
· Pros: offer better performance than purely implementation-based AI/ML solutions 
· Cons: overhead for addressing generalization problem is high
In training collaboration option Type 4, separate training could be done via exchange information (e.g., the input/output data of models without exposing model details). UE and gNB could respectively train their encoder and decoder that are guaranteed to work together through certain framework. In our companion contribution [1], some initial evaluation results for separate training have been proposed, which suggest that separate could achieve near-joint training performance under some conditions. Other options for separate training without exchanging model input/output could also work, but we have not found any practical solutions for evaluation purpose by far. It is worth noting some information on model structure should also be aligned between UE and gNB in separate training to guarantee a satisfying performance, which will be a major future topic for further study. Therefore, we sum the expected specification impacts for training collaboration option type 4 as follows:
· Assistance information for data exchange in separate training
· Model updating procedures for separate training
· Other necessary aspects listed in the specification impacts of Type 3, including data collection, performance monitoring, model activation/deactivation, etc.
The most attractive advantage of separating (also the reason why it is proposed) is that it could keep model proprietary, i.e., UE and gNB could train their model respectively without exposing any details in model design. However, to make sure that the encoder and decoder trained respectively could work together, some additional information will be exchanged between UE and gNB, which will incur more overhead. Otherwise, there will an obvious performance loss in separate training, which making it inferior to legacy codebook. The pros and cons of training option 4 include:
· Pros: Potentially with finer level of adaptation to radio environment than Type 3
· Pros: Model proprietary could be guaranteed with separate training.
· Cons: Needs to further study the performance and overhead for separate training, e.g., the overhead in exchanging data between UE and gNB, whether some (high level) model structure information should be aligned to enable separate training, etc.
· Cons: Data ownership, i.e., since data exchange is needed in two-side AI/ML, the data privacy and data ownership issues need to be discussed.
To sum up, we have the following observation:
Observation 2: Pros and cons of training collaboration Type 4 include:
· Pros: Potentially with finer level of adaptation to radio environment than Type 3
· Pros: Model proprietary could be guaranteed, but model structure information may at least be exposed to some extent.
· Cons: Needs to further study the performance and overhead for separate training.
· Cons: Data ownership issues including data privacy and data ownership.
For training collaboration option Type 1 and 2 with model transfer there are two implementation approaches: 1) Network sends updated parameters and does not change the AI/ML model structure. Such approach has been already supported by nowadays typical chipset implementations. 2) Network sends AI/ML model parameter and structure information. Such implementation depends on how much the model structure is changed, and recompilation may be needed. To send the model between network nodes, it is essential to come up with a model transfer format to depict model structure. We believe that 3 options could be considered: 1) The utilized model description format is negotiated by UE and gNB. 2) Open source model description format, e.g., ONNX, is used by UE and gNB. 3) New format for model description will be defined by 3GPP. The first choice leaves the definition of specific model format to offline agreement, which may lead to much offline work between vendors and operators. The second and third one will solve the format issue in a specified way. Using open source format is more practical in the short term but could have concerns in third party open source licenses, while letting 3GPP define a model format could be a long-term work. It could be foreseen that more study will be needed regarding these issues. Therefore, the expected specification impact for Type 1 and Type 2 include
· Model transfer format 
· Assistant information for model transfer procedure
· Model updating procedure via model transfer
· Other necessary parts in Type 3, including performance monitoring, Model activation/deactivation, etc.
With model transfer, it is possible to frequently update the models to fit the current radio environment. Consequently, a significant “overfitting gain” could be achieved, which is presented in our companion contribution [1]. Besides, UE does not need to store many models for different scenarios/configurations with the help of model transfer. We summarize the pros and cons for training collaboration type 1 and 2 into the following observation: 
Observation 3: Pros and cons of training collaboration Type 1 and 2 include:
· Pros: Per-cell (region) optimization of AI/ML model and Low requirement on generalization performance.
· Pros: Lower storage cost of small number of AI/ML models with simpler structure and smaller parameter size.
· Pros: Less offline work for AI/ML model alignment for joint or separate training coordination.
· Cons: More 3GPP efforts to address the issue of AI/ML model transfer format.
In general, we believe that all the listed 4 training collaboration options for CSI compression could work with different pros/cons. As this SI is targeted for both short- and long-term study, we believe that any of these options should not be left to low priority.
Proposal 7: Study all 4 training options for CSI compression in short and long term, including performance, life cycle management, expected spec impacts, pros/cons, etc.

Configuration and content for model input and CSI report

[image: ]
Figure 2. Illustration of signal flow in CSI compression.
In general, specification impacts of configuration and content for model input and CSI report belong to the category of “assistance information for model inference” as summarized in subsection 3.1.1. To better demonstrate the potentially specified signals in CSI compression, we present the Figure 2, which illustrates the signal flow in CSI compression. Towards configuration and content for model input, we believe that the specification impacts depend on the corresponding training collaboration options: 
· For training collaboration Type 1 and Type 2 with model transfer, it is necessary to specify the encoder input (H and x) and decoder input () to enable the transferred model to inference properly.
· For training collaboration Type 4 with separate training and encoder input (H and x), decoder input () should also be specified when exchanging data between gNB and UE.
· For training collaboration Type 3, decoder input () should be specified at least for UCI configuration, while encoder input (H and x) could be left to implementation without any spec impacts.
· Classification: Standardization focuses on the definition of H and x. Implementation approaches of channel feature pre-processing methods could be spec transparent. 
· Encoder input with potential specification impacts includes encoder input type/dimension/configuration. 
· Decoder input with potential specification impacts includes decoder input type/dimension/configuration.
The specification impacts for content of CSI report also follows similar principle:
· For training collaboration Type 1 and Type 2 with model transfer, it is necessary to specify the encoder output ( and ) and decoder output ( and  or ) to enable the transferred model to inference properly.
· For training collaboration Type 4 with separate training, encoder output ( and ) and decoder output ( and  or ) should also be specified when exchanging data between gNB and UE.
· For training collaboration Type 3, encoder output ( and ) should be specified at least for UCI configuration.
· Encoder output with potential specification impact includes encoder output type/dimension/configuration. 
· Decoder output with potential specification impact includes decoder output type/dimension/configuration.
In addition, how to compute CQI/RI for AI/ML based CSI compression is another issue to be discussed. For CQI, an initial solution could be computing based on perfect eigenvector. In addition, if decoder model is available at UE side, CQI could be computed based on the decoded PMI, which, however, is not easy to realize in practice.
Proposal 8: The specification impacts of encoder (decoder) input depend on the corresponding training options:
· For training collaboration Type 1, 2, and 4, encoder input and decoder input should be specified
· For training collaboration Type 3, encoder input could be left to implementation and decoder input should be specified
Proposal 9: The specification impacts of encoder (decoder) output depend on the corresponding training options:
· For training collaboration Type 1, 2, and 4, encoder output and decoder output should be specified.
· For training collaboration Type 3, encoder output should be specified and decoder output could be left to implementation. 
Proposal 10: Study the potential modifications in CQI/RI for AI/ML based CSI compression.

Model exchange
Following proposal regarding model exchange has been summarized in [2]:
Proposal 3.1.5.3-1: For training options that would requires model transfer, further discuss potential specification impact on AI model transfer including at least:
•	Content of the model exchange. This may include pre/post-processing choice, node weights, hyper-parameters, etc.
•	Limit on the model structure, such as number of layers, size of layers, types of layers, size of model etc.
•	Signalling format for the model exchange
•	Applicability conditions. When If multiple models are exchanged, whether switching between models is triggered by the network or UE-initiated under certain conditions
•	Study model training, storing, updating and downloading options considering different device’s constraints, different kinds of AI/ML implementations in short and long term, dataset availability, storage requirements, adaptivity to different configuration and scenarios, and feature deployment with multi-vendors.
•	Others are not precluded
Generally speaking, there are two implementations for model transfer: 1) Network sends updated parameters and does not change the AI/ML model structure. Since only the parameters are changed, recompilation is not needed. 2) Network sends AI/ML model parameter and structure information, in which the model structure can be changed. Dependent on how much the model structure is changed, recompilation may be needed. 
How to align the AI/ML framework between two sides is another key issue for model transfer. Each AI/ML framework (e.g., TensorFlow, PyTorch, Caffe, etc.) has its own model storage format and can not load models in other storage format. For example, ‘.h5’ format used for TensorFlow and ‘.pth’ used for PyTorch. Three options could be considered for further study: 1) Negotiation between networks nodes: One side reports the supported AI/ML framerwork and the other side chose one. For example, UE reports that TensorFlow and PyTorch are both supported and then the network can choose one of them to describe the AI/ML model. 2) Definition of a common format that is recoganizable by multiple parties. A similar model alignment procedure has been conducted in the video coding community (MPEG and JVET) for evaluation purposes. Observations from JVET shows that conversion to/from ONNX (Open Neural Net Exchange) can be done from various framework (see figure 3). It was agreed to use ONNX format for model description for companies' evaluation of model performance (refer to https://jvet-experts.org/ for more details).
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Figure 3. The agreement of using ONNX format for model description in JVET
3) Definition of a new format for model description by 3GPP. This will be more efficient from the perspective of overhead and may be a suitable choice for long term implementation. To sum up, we make following proposals towards these issues:
Proposal 11: Study the specification impacts of following model transfer cases:
· Option 0: Network sends updated parameters and does not change the AI/ML model structure. (Already supported by nowadays typical chipset implementations)
· Option 1: Network sends AI/ML model parameter and structure information. (Dependent on how much the model structure is changed, recompilation may be needed.)
Proposal 12: Further study model transfer format in both short and long term. We suggest to consider the following options:
· Negotiation between networks nodes
· Definition of a common format recognizable by multiple parties
· Definition of a new model description format by 3GPP

Adaption to multi-configurations and scenarios
Model generalization is one of key issues in performance evaluation for AI/ML based CSI feedback enhancement. For CSI compression, the major generalization KPIs include different configurations (e.g., number of antenna ports, configuration of antenna ports, different payloads, number of sub-bands, etc.) and different scenarios (e.g., indoor/outdoor, UE speed, etc.) The basic and straightforward solution to generalization issues is to adopt different models in different configurations and scenarios, which, however, will inevitably induces a large amount of models fitting various configurations and scenarios. To reduce the number of required models, we can design models adaptive to multiple configurations/scenarios without updating any parameters. For example, as presented in our simulation results [1, 3], pre- and post-processing of encoder input and output could enable one model adaptive to different number of sub-bands and payloads. To support the mentioned solutions for generalization issues, we have the following proposals:
Proposal 13: Study the schemes and corresponding specification to address issues of scenario (e.g., UMi, UMa, Indoor, etc.) and configuration adaption (e.g., bandwidth, number of ports, feedback payloads, antenna configurations, etc.) in AI/ML for CSI feedback enhancement, including:
· Schemes that can be easily adapted to different scenarios and configurations
· Procedure and signalling for scenario- and configuration-specific data collection;
· Procedure and signalling for model selection;
· Signalling to indicate the application scope of each model.
Proposal 14: Study the specification impact of pre- and post-processing approaches for model input/output to address the issue of adaption to multi-configurations (e.g., bandwidth, number of ports, feedback payloads, antenna configurations, etc.).

CSI prediction
As shown in our companion contribution with the evaluation analysis [1], the prediction accuracy based on PMI is much worse than that based on channel matrix on PRBs. Further considering the information loss caused by the CSI compression, the gNB-based CSI prediction seems to be more challenging. To support gNB-based prediction with high accuracy, the CSI feedback enhancement should be carefully designed to reserve Doppler information or time varying information as much as possible. 
For the UE-based CSI prediction, the UE should report the capability of CSI prediction to the gNB and gNB decides the activation, deactivation, configuration and adjustment of CSI prediction. UE also can request the activation and deactivation of CSI prediction based on its capability. The capability is related to the model, the validation accuracy, the supported speed (or scenario and configuration). Furthermore, the gNB and UE should align the prediction related time domain configuration information. This alignment includes the number and the time ID of historical CSIs and future CSIs to be predicted. This alignment also impacts the data collection and CSI feedback processes. In addition, to support UE-based CSI prediction, further study is needed on issues like 
· what CSI-RS configurations (e.g., CSI-RS time domain type(s)) should be supported
· [bookmark: _Hlk111219393]how to correctly define CSI reference resource to ensure 1) gNB and UE have same understanding that the CSI corresponds to future time locations, and 2) sufficient time is reserved for UE to processing for CSI report generation. 
The performance monitoring of CSI prediction can be achieved by comparing predicted channel and next CSI-RS measurement or CSI report. Therefore, the performance monitoring of CSI prediction is highly related to the CSI-RS and reporting. To ensure a good performance monitoring, it may need some dedicated CSI-RS and reporting process to derive label with lower noise and interference. Furthermore, since AI based CSI prediction and compression will compose a model chain, the life cycle management of this model chain should care about the performance of each model and the whole chain.
If the predicted future CSI is on the time occasion of a CSI measurement, finetuning is available for the AI-based CSI prediction. The finetuning parameters, e.g., the base model, learning rate, batch size and update number, should be specified or indicated.
At last, besides the prediction of channel and PMI, the prediction of other channel related information such as CQI, RI, SINR is also possible. And the adjustment of CSI-RS and CSI reporting configuration can also be conducted based on the CSI prediction result.
Proposal 15: Study the specification impact of both gNB- and UE-based CSI prediction.
Proposal 16: For UE-based CSI prediction, study on specification impact at least includes the following aspects
· Capability report of CSI prediction
· gNB’s activation, deactivation, configuration and adjustment of AI based CSI prediction, and UE’s request on such actions
· gNB and UE’s alignment on prediction related time domain configuration information
· Supported CSI-RS configurations (e.g., CSI-RS time domain type(s))
· Correct CSI reference resource definition
Proposal 17: To support gNB-based prediction with high accuracy, the CSI feedback enhancement should be carefully designed to reserve Doppler information or time varying information as much as possible.
Proposal 18: Study on LCM aspects of CSI prediction at least includes the following
· For performance monitoring, functionality of using dedicated CSI-RS and reporting process to derive label with lower noise and interference
· LCM of chained AI model (e.g., for AI-based prediction and compression)
· Finetuning process of AI-based CSI prediction
Conclusions
The conclusions are summarized as follows:
Pros and cons of training collaboration Type 3 include:
· Pros: offer better performance than purely implementation-based AI/ML solutions 
· Cons: overhead for addressing generalization problem is high
Pros and cons of training collaboration Type 4 include:
· Pros: Potentially with finer level of adaptation to radio environment than Type 3
· Pros: Model proprietary could be guaranteed, but model structure information may at least be exposed to some extent.
· Cons: Needs to further study the performance and overhead for separate training.
· Cons: Data ownership issues including data privacy and data ownership.
Pros and cons of training collaboration Type 1 and 2 include:
· Pros: Per-cell (region) optimization of AI/ML model and Low requirement on generalization performance.
· Pros: Lower storage cost of small number of AI/ML models with simpler structure and smaller parameter size.
· Pros: Less offline work for AI/ML model alignment for joint or separate training coordination.
· Cons: More 3GPP efforts to address the issue of AI/ML model transfer format.
Proposal 1: To ensure the enhancement of CSI at both low and high-speed scenarios, study AI/ML for time domain CSI prediction with high priority.
Proposal 2: In CSI compression, the following key LCM components for different training collaboration can be studied:
· Data collection
· Assistance information for model inference
· Model transfer
· Model activation/deactivation/switch
· Performance monitoring
· Model updating
· Assistance information for training
Proposal 3: For data collection in CSI compression, study the potential specification impacts of:
· Data collection via current or potentially enhanced reference signals 
· Data reporting via current or enhanced mechanism 
Proposal 4: For model activation/deactivation/switch in CSI compression, study the potential specification impacts of following options:
· Model activation/deactivation/switch via model ID
Proposal 5: For performance monitoring in CSI compression, study the potential specification impacts of following cases:
· Complete model (encoder and decoder) is available at UE 
· Complete model (encoder and decoder) is available at gNB
· Neither UE nor gNB has complete model 
Proposal 6: Adopt either Definition Alt 1 or Definition Alt 2 to elaborate the process of joint training and separate training in CSI compression, although Definition Alt 2 is clearer with more detailed description.
· [bookmark: _GoBack]Clarification: Joint training could be done both at single NW node and multiple NW nodes (e.g., through gradient exchange between nodes).
Proposal 7: Study all 4 training options for CSI compression in short and long term, including performance, life cycle management, expected spec impacts, pros/cons, etc.
Proposal 8: The specification impacts of encoder (decoder) input depend on the corresponding training options:
· For training collaboration Type 1, 2, and 4, encoder input and decoder input should be specified
· For training collaboration Type 3, encoder input could be left to implementation and decoder input should be specified
Proposal 9: The specification impacts of encoder (decoder) output depend on the corresponding training options:
· For training collaboration Type 1, 2, and 4, encoder output and decoder output should be specified.
· For training collaboration Type 3, encoder output should be specified and decoder output could be left to implementation. 
Proposal 10: Study the potential modifications in CQI/RI for AI/ML based CSI compression.
Proposal 11: Study the specification impacts of following model transfer cases:
· Option 0: Network sends updated parameters and does not change the AI/ML model structure. (Already supported by nowadays typical chipset implementations)
· Option 1: Network sends AI/ML model parameter and structure information. (Dependent on how much the model structure is changed, recompilation may be needed.)
Proposal 12: Further study model transfer format in both short and long term. We suggest to consider the following options:
· Negotiation between networks nodes
· Definition of a common format recognizable by multiple parties
· Definition of a new model description format by 3GPP
Proposal 13: Study the schemes and corresponding specification to address issues of scenario (e.g., UMi, UMa, Indoor, etc.) and configuration adaption (e.g., bandwidth, number of ports, feedback payloads, antenna configurations, etc.) in AI/ML for CSI feedback enhancement, including:
· Schemes that can be easily adapted to different scenarios and configurations
· Procedure and signalling for scenario- and configuration-specific data collection;
· Procedure and signalling for model selection;
· Signalling to indicate the application scope of each model.
Proposal 14: Study the specification impact of pre- and post-processing approaches for model input/output to address the issue of adaption to multi-configurations (e.g., bandwidth, number of ports, feedback payloads, antenna configurations, etc.).
Proposal 15: Study the specification impact of both gNB- and UE-based CSI prediction.
Proposal 16: For UE-based CSI prediction, study on specification impact at least includes the following aspects
· Capability report of CSI prediction
· gNB’s activation, deactivation, configuration and adjustment of AI based CSI prediction, and UE’s request on such actions
· gNB and UE’s alignment on prediction related time domain configuration information
· Supported CSI-RS configurations (e.g., CSI-RS time domain type(s))
· Correct CSI reference resource definition
Proposal 17: To support gNB-based prediction with high accuracy, the CSI feedback enhancement should be carefully designed to reserve Doppler information or time varying information as much as possible.
Proposal 18: Study on LCM aspects of CSI prediction at least includes the following
· For performance monitoring, functionality of using dedicated CSI-RS and reporting process to derive label with lower noise and interference
· LCM of chained AI model (e.g., for AI-based prediction and compression)
· Finetuning process of AI-based CSI prediction
References
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JVET-Y0110 AHG11: Small Ad-hoc Deep-Learning Library (SADL) update [F. Galpin, F.
Mom, T. Dumas, P. Bordes, P. Nikitin, E. Francois (InterDigital)] .

This contribution presents an update on the SADL library already described in JVET-W0181. .

e Change the input format of the converter to ONNX for more flexible and universal support -

e Added counters to assess accurately MAC/pix for a given model, -
e Minor fixes.

It is reported that a conversion of one of the loop filters from EE1 (test 1.2) is currently under investigation.

This is not necessarily optimized for speed, but deemed useful for understanding the behaviour of networks
and also very useful for straightforward integerization. .

Note that at this moment not
mandatory to use the SADL package, but this exercise shall be applied to representative proposals from
different domains of EE exploration. Integerization should also be a target. -




