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Introduction
When the foundation has been laid in R17, enhancements can be considered to improve the support for the current and new use cases. To further expand the market for RedCap use cases with relatively low cost, low energy consumption, and low data rate requirements, e.g., industrial wireless sensor network use cases, some further complexity reduction enhancements should be considered. 
According to the R18 RedCap SID [1], at least the following solutions should be studied.
	· Study further UE complexity reduction techniques based on Rel-17 evaluation methodology in TR 38.875 [RAN1]
· Consider network impact, coexistence of Rel-17 and Rel-18 RedCap and non-RedCap UEs in a cell, UE impact, specification impact
· Potential solutions, which may complement each other, for reducing device complexity are focusing on:
· UE bandwidth reduction to 5MHz in FR1,
· Possibly in combination with relaxed UE processing timeline for PDSCH and/or PUSCH and/or CSI
· reduced UE peak data rate in FR1, 
· Possibly including restricted bandwidth for PDSCH and/or PUSCH
· Possibly in combination with relaxed UE processing timeline for PDSCH and/or PUSCH and/or CSI


The solutions listed in the SID can be divided into two categories, a) main solutions, and b) secondary/supplementary solutions:
· Main solutions
· Further UE bandwidth reduction.
· Further UE peak rate reduction. 
· Secondary/supplementary solutions
· Relaxed UE processing timeline. 
In this contribution, we discuss the potential solutions to further reduce UE complexity based on the above categories. For simplify, we call the Rel.18 RedCap as eRedCap in this contribution.
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[bookmark: OLE_LINK3][bookmark: OLE_LINK4]Further UE bandwidth reduction
Description 
A R17 RedCap UE is required to support 20 MHz in FR1. With 20MHz BW capability, the supported peak data rate (~80Mbps) is considerably higher than the requirements of some low-end RedCap use cases, e.g., sensors. In order to match the requirements and the capability, further UE bandwidth reduction is a possible way. In the last RAN1 meeting, some detailed solutions related to bandwidth reduction were discussed, and the following agreements were reached [2].
	Agreement
· The following options for further UE bandwidth reduction can be studied:
· Option BW1: Both RF and BB bandwidths are 5 MHz for UL and DL.
· Option BW3: 5 MHz BB bandwidth only for PDSCH (for both unicast and broadcast) and PUSCH with 20 MHz RF bandwidth for UL and DL. The other physical channels and signals are still allowed to use a BWP up to the 20 MHz maximum UE RF+BB bandwidth.
· In addition, optional results for the following option can also be reported:
· Option BW2: 5 MHz BB bandwidth for all signals and channels with 20 MHz RF bandwidth for UL and DL. 
· At least the following cases are studied:
· The resource allocation spans a bandwidth of maximum 5 MHz (Maximum UE channel bandwidth).
· The same option is used for UL and DL.
· The same option is used for idle/inactive and connected mode.
· It is FFS whether to study other cases.
· Note: As part of study of above options, it is not precluded to indicate that an observation is relevant for UL only or DL only.
Agreement
· For Options BW1,
· For 15 kHz SCS, 25 contiguous RBs are assumed to fit within the 5 MHz.
· For 30 kHz SCS, 11 contiguous RBs are assumed to fit within the 5 MHz.
· Larger number of RBs that fit within 5 MHz can optionally be studied.
· For Options BW2,
· For 15 kHz SCS, 25 contiguous RBs are assumed to fit within the 5 MHz.
· For 30 kHz SCS, 11 contiguous RBs are assumed to fit within the 5 MHz.
· Larger number of RBs that fit within 5 MHz can optionally be studied.
· For Options BW3,
· For 15 kHz SCS, 25 contiguous RBs are assumed to fit within the 5 MHz.
· For 30 kHz SCS, 11 contiguous RBs are assumed to fit within the 5 MHz.
· Larger number of RBs that fit within 5 MHz can optionally be studied.
· Relevant assumptions (e.g., regarding potential scheduling restrictions) should be reported.


In this section, we discuss bandwidth reduction solutions.

Analysis of UE complexity reduction 
For option BW1, i.e., both RF and BB BWs are reduced to 5 MHz. Similar to R17 BW reduction, the main contributors of the cost reduction are ADC/DAC, FFT/IFFT, post-FFT data buffering, receiver processing block LDPC decoding and HARQ buffer.  
For option BW2, the RF BW is still 20 MHz but the BB BW is reduced to 5MHz for all signals and channels. Compared to BW1, the ADC/DAC, FFT/IFFT should support 20MHz BW and no cost savings for these two components.
For option BW3, the RF BW is still 20 MHz while the BB BW is reduced to 5MHz only for PDSCH and PUSCH. Compared to BW2, the cost of post-FFT data buffering cannot decrease that much since a lager data buffering might be needed for 20 MHz control channels and data channels(during the PDCCH decoding phase, UE need to buffer data channel within 20MHz).
Our cost evaluation results for different options are listed in the table 2.1-1 to 2.1-1 below.
Table 2.1-1 Cost reduction evaluation for BWx  in TDD
	Option
	TDD 1Rx
	TDD 2Rx

	
	Cost 
	Reduction 
(compared to R17 ref)
	Cost 
	Reduction 
(compared to R17 ref)

	Rel-17 RedCap ref
	28.06%
	N/A
	36.15%
	N/A

	BW1
	26.73%
	4.7%
	34.22%
	5.3%

	BW2
	26.89%
	4.2%
	34.68%
	4.1%

	BW3
	27.01%
	3.7%
	35.10%
	3.0%


Table 2.1-2 Cost reduction evaluation for BWx  in FD-FDD
	Option
	FD-FDD 1Rx
	FD-FDD 2Rx

	
	Cost 
	Reduction 
(compared to R17 ref)
	Cost 
	Reduction 
(compared to R17 ref)

	Rel-17 RedCap ref
	38.59%
	N/A
	54.44%
	N/A

	BW1
	36.46%
	5.5%
	51.36%
	5.6%

	BW2
	36.87%
	4.5%
	52.08%
	4.3%

	BW3
	37.23%
	3.5%
	52.92%
	2.8%


Table 2.1-3 Cost reduction evaluation for BWx  in HD-FDD
	Option
	HD-FDD 1Rx
	HD -FDD 2Rx

	
	Cost 
	Reduction 
(compared to R17 ref)
	Cost 
	Reduction 
(compared to R17 ref)

	Rel-17 RedCap ref
	32.19%
	N/A
	48.04%
	N/A

	BW1
	30.06%
	6.6%
	44.96%
	6.4%

	BW2
	30.47%
	5.3%
	45.68%
	4.9%

	BW3
	30.83%
	4.2%
	46.52%
	3.2%


Figure 2.1-1 shows the cost for the R15 reference UE, the R17 RedCap ref, and the Rel-18 eRedCap with different BW reduction options for TDD FD-FDD and HD-FDD. 
Figure 2.1-1 Cost reduction evaluation for BWx 

Based on the above results and figure, we can see that the cost of R17 RedCap already reduced a lot compared to R15 reference UEs, and due to the non-linear relationship between the components performance and the cost, there is no much room for cost reduction in RF and BB. Therefore, the additional cost reductions by BWx in R18 are small. For the detail, BW1 provides relatively larger cost reduction compared to the other two options, but the difference is not significant, smaller than 3%.
Observation 2.1-1: The cost of Rel-17 RedCap already reduced a lot compared to Rel-15/16 UEs, and the additional cost reductions by BWx in Rel-18 are small.
Observation 2.1-2: The cost reductions by BWx are almost the same.
In addition to RF and BB, BW reduction will lead to a lower peak data rate, which means lower memory requirements, then the memory cost can be reduced (The details can be found in section 4). 
Observation 2.1-3: In addition to RF and BB, memory cost will be reduced along with BW reduction.

Analysis of performance impacts
· Data rate
Further bandwidth reduction (especially the data channel) results in a further reduction in the achievable peak data rate. Take a 1Rx+1MIMO+64QAM-FD-FDD RedCap as an example, if the data channel BW is reduced from 20MHz to 5MHz, the supported peak data rate is reduced from 82Mbps/87.6Mbps in DL/UL to 17.7Mbps/18.9Mbps in DL/UL. For HD-FDD and TDD, the supported peak data rates are depend on the ratio of DL and UL symbol/slots, and will be smaller than those of FD-FDD. 
The target data rate of R18 RedCap is 10Mbps, and it is aimed to meet the data requirements of low-end use cases, e.g, sensors, data rate requirement is less than 2 Mbps, therefore, 5MHz data channel BW is enough. As all the BW options can reduce the data channel to 5MHz, thus, no obvious differences among these three BW options in this aspects.
Observation 2.1-4: BW1/2/3 can fulfil the data rate requirements of low-end RedCap use cases.

· Coverage 
In general, further UE bandwidth reduction will lead to some coverage loss, and different BW reduction options may impact different channels with different degrees. BW1 is expected to bring the most significant coverage impact for most channels, BW2 takes second place and BW3 takes last place. The impacts of BW2 and BW3 can be derived from that of BW1.
For BW1, 
· Control channel, as the maximum aggregation level (AL) will be decreased (i.e., decreases from 16 to 8) by further RF BW reduction, the control channel will be impacted. Figure 2.1-2 shows the performance degradation of the control channel with BW1, due to limited AL, around 3 dB loss at a 1% BLER target can be observed. Further, for 48 PRB@AL=16, the span of CORESET #0 is larger than 5 MHz, the PRBs that fall outside of its RF bandwidth(5MHz) will be dropped, then a larger loss (~5dB) can be observed.
· Data channel, coverage degradation is mainly caused by a lower frequency diversity gain, but this kind of impact is expected to be small. For SIB1 reception during the initial access phase, as the gNB cannot know the UE type, and may schedule a SIB1 with a large number of PRB (exceed 5MHz), the performance of SIB1 reception may be impacted.
· [bookmark: _GoBack]SSB, in addition to the above, the SSB is also larger than 5 MHz in 30KHz SCS, this could be result in significant coverage loss for PBCH. Figure 2.1-3 shows the punctured way and the performance loss for SSB reception, around 5 dB coverage loss at a 1% BLER target was observed.
· Others, the detailed coverage evaluation results for BW1 can be found in our contribution [3].
Figure 2.1-2: Impact of BW1 on the PDCCH performance
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Figure 2.1-3: SSB (PBCH) reception and performance for BW1 in 30KHz SCS
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	a) PBCH performance loss
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	b) SSB reception for BW1 in 30Khz SCS


For BW2, the possible coverage impact are quite similar to BW1 except for data channel. BW2 may have smaller impact to data channel, since BW2 can support data channel frequency hopping without RF retuning (new mechanisms for frequency hopping may not needed)
For BW3, only small impact to data channel was observed.
Observation 2.1-5: BW1/2 will reduce the PDCCH coverage due to the limitation of max AL or CORESET puncture.
Observation 2.1-6: BW1/2 will lead to significant performance loss for SSB reception in 30KHz SCS.
Observation 2.1-7: BW1/2/3 will lead to small performance loss for UE-specific PDSCH reception.

· PDCCH blocking and latency
BW1/2 will increase the PDCCH block rate since the number of RBs is reduced, i.e., the number of PDCCH candidates decreased. With the increased PDCCH blocking rate, the scheduling latency may also be increased.
Observation 2.1-8: BW1/2 will increase the PDCCH blocking rate and latency .

Analysis of coexistence impact
· SSB reception
For SSB reception, if the SCS is 15KHz, the total span of SSB in frequency domain is 3.6MHz, which is smaller than 5MHz. For 30Khz SCS, the SSB span is 7.2MHz, which is wider than 5MHz. Considering the PSS/SSS only occupies 127 SCs [4] which is smaller than 5MHz, the eRedCap with BW1/2 can receive the entire PSS/SSS but only a part of PBCH (puncturing of PBCH). According to our LLS results (Figure 2.1-3), the PBCH performance will be reduced but in other words, the SSB can still be received and decoded.
Observation 2.1-9: For BW1/2, the SSB can be received for 15KHz SCS. For SSB can be received in a punctured way with performance loss.
Observation 2.1-10: For BW3, no issue was observed for SSB reception.

· CORESET#0 reception
After reception of SSB, the UE needs to determine the frequency position of CORESET#0 based on the SCS of SSB, PDCCH-ConfigSIB1 and subCarrierSpacingCommon. Different SCS combinations corresponding to different reference tables (table 13-1 to 13-10 in 38.213[5]) for CORESET#0.
For {SS/PBCH block, PDCCH} SCS is {15, 15} kHz and for the frequency bands with minimum channel bandwidth 5 MHz or 10 MHz, table 13-1(copied as below, 38.213 [5]) can be used for BW1 and BW2. However, only the first six index are available, since for other index, the total span of CORESET#0 is larger than 5MHz.
	TS 38.213: 
Table 13-1: Set of resource blocks and slot symbols of CORESET for Type0-PDCCH search space set when {SS/PBCH block, PDCCH} SCS is {15, 15} kHz for frequency bands with minimum channel bandwidth 5 MHz or 10 MHz
	Index
	SS/PBCH block and CORESET multiplexing pattern 
	Number of RBs 
	Number of Symbols  
	Offset (RBs) 

	0
	1 
	24 
	2 
	0 

	1
	1 
	24 
	2 
	2 

	2
	1 
	24 
	2 
	4 

	3
	1 
	24 
	3 
	0 

	4
	1 
	24 
	3 
	2 

	5
	1 
	24 
	3 
	4 

	6
	1 
	48 
	1 
	12 

	7
	1 
	48 
	1 
	16 

	8
	1 
	48 
	2 
	12 

	9
	1 
	48 
	2 
	16 

	10
	1 
	48 
	3 
	12 

	11
	1 
	48 
	3 
	16 

	12
	1 
	96 
	1 
	38 

	13
	1 
	96 
	2 
	38 

	14
	1 
	96 
	3 
	38 

	15
	Reserved





Further, when either the SCS of SSB or the SCS of CORESET#0 is equal to 30KHz, the total span of CORESET#0 is larger than 5MHz (Min 8.6MHz), take table 13-2 as an example. The SCS of PDCCH is 30KHz, the minimum number of  is 24, the BW of CORESET#0 is 8.64MHz.
	TS 38.213: 
Table 13-2: Set of resource blocks and slot symbols of CORESET for Type0-PDCCH search space set when {SS/PBCH block, PDCCH} SCS is {15, 30} kHz for frequency bands with minimum channel bandwidth 5 MHz or 10 MHz
	Index
	SS/PBCH block and CORESET multiplexing pattern 
	Number of RBs 
	Number of Symbols  
	Offset (RBs) 

	0
	1
	24
	2
	5

	1
	1
	24
	2
	6

	2
	1
	24
	2
	7

	3
	1
	24
	2
	8

	4
	1
	24
	3
	5

	5
	1
	24
	3
	6

	6
	1
	24
	3
	7

	7
	1
	24
	3
	8

	8
	1
	48
	1
	18

	9
	1
	48
	1
	20

	10
	1
	48
	2
	18

	11
	1
	48
	2
	20

	12
	1
	48
	3
	18

	13
	1
	48
	3
	20

	14
	Reserved

	15
	Reserved





Therefore, based on the current spec, 30KHz SCS cannot be supported by BW1 and BW2 (or significant performance loss). If BW1 or BW2 is adopted and if 30Khz needs to be supported, new pattern(s) of CORESET#0 may be needed, great spec impacts were expected. For BW3, no issue was observed for CORESET#0 reception
Observation 2.1-11: For BW1/2, the CORESET#0 can be received only when a) the SCS of CORESET#0 and SSB are equal to 15KHz, and b) the index of table 13-1 are limited to the first six index.
Observation 2.1-12: For BW1/2, if 30KHz needs to be supported, new pattern(s) of CORESET#0 may be needed, great spec impacts were expected.
Observation 2.1-13: For BW3, no issue was observed for CORESET#0 reception.

· SIB reception
For SIB reception, the only observed impact is that the SIB-PDSCH needs to be scheduled within 5MHz BW. 
Observation 2.1-14: For BW1/2/3, the SIB-PDSCH needs to be scheduled within 5MHz BW.

· Initial BWP
As a separate initial BWP structure was already established in R17, then, there are two possible alternatives for R18 eRedCap:
· Alt 1: Shared with R17 RedCap
· Alt 2: Separate initial BW for R18  eRedCap 
For BW1, the comparisons are as follows
· If  initial BWP Alt 1 is adopted, the separate initial BWP is configured for both R17 RedCap and R18 BW1 eRedCap. then the BW of such initial BWPs should no wider than 5MHz. Obviously, Alt  1 may bring some limitations to R17 RedCap, but very small or even no spec impacts were observed(i.e., reuse the current structure, procedure, and IEs).
· If initial BWP Alt 2 is adopted , another separate initial BWP is need to be introduced. That is to say, for a cell, there may have three kinds of initial BWPs, one for Non-RedCap, one for R17 RedCap and the other is for R18 5MHz eRedCap. There will be no restriction to R17 RedCap, but new IEs, new procedures are needed, and even NCD-SSB, PUCCH related issues need to be discussed again.
For BW2, the situations are quite similar to that of BW1.
· If initial BWP Alt 1 is adopted, the separate initial BWP is configured for both R17 RedCap and R18 BW2 eRedCap. The difference is that the initial BWP can be 20MHz, but all the signals and cannels within the BWP should smaller than 5MHz. Obviously, BW2 with Alt 1 also bring limitations to R17 RedCap. Small or even no spec impacts were observed as well(i.e., reuse the current structure, procedure, and IEs, all the limitations are up to gNB).
· If initial BWP Alt 2 is adopted, another separate initial BWP is need to be introduced. Three kinds of initial BWPs are needed as well, for Non-RedCap, R17 RedCap and R18 5MHz eRedCap. There will be no restriction to R17 RedCap, but new IEs, new procedures, new discussions are needed.
For BW3, we think Alt 1 could be enough, it is unnecessary to introduce another separate initial BW for R18 eRedCap
Observation 2.1-15: For BW1/2, another initial BWP may needed, otherwise, huge limitations for R17 RedCap were observed.
Observation 2.1-16: For BW1/2, if another initial BWPs need to be introduced, huge spec impacts and network impacts were expected.
Observation 2.1-17: For BW3, the current separate initial BWP structure established in R17 can be reused.

· Random access impacts
With BW1 and BW2 (5MHz UL BWP), the flexibility of RACH configurations are quite limited. For BW3, no limitations were observed compared to R17 RedCap.
Observation 2.1-18: With BW1/BW2, the flexibility of RACH configurations are quite limited.
Observation 2.1-19: With BW3, the flexibility of RACH configuration will not change.

Analysis of spec impacts
As we analysed in above, for BW1/BW2, if 30Khz SCS and another separate initial BWPs for eRedCap are needed, huge spec impacts are expected. On the contrary, restrictions were observed, e.g., limited to 15KHz SCS only and limitations on the initial BWP for R17 RedCap. For BW3, only limitations on PDSCH/PUSCH scheduling were observed, the spec impacts could be very small.
Observation 2.1-20: For BW1/BW2, either great spec impacts or great limitations were observed.
Observation 2.1-21: For BW3, spec impacts could be small.
Further UE peak rate reduction 
Descriptions 
In addition to further UE bandwidth reduction, reduce the supported UE peak data rate while keep the BW capability at 20MHz is another possible way. In the last RAN1 meeting, some solutions related to peak rate reduction were discussed, and the following related agreements were reached [2].
	Agreement
· The following options for further UE peak rate reduction can be studied:
· Option PR1: Relaxation of the constraint   for peak data rate reduction.
· Option PR2: Restriction of maximum TBS for PDSCH and PUSCH.
· Option PR3: Restriction of maximum number of PRBs for PDSCH and PUSCH.
· At least the following cases are studied:
· The studied peak rate reduction applies to both UE-specific (unicast) and common (broadcast) channels.
· The resource allocation spans a bandwidth of maximum 20 MHz (maximum UE channel bandwidth).
· The same option is used for UL and DL.
· The same option is used for idle/inactive and connected mode.
· It is FFS whether to study other cases.
· Note: As part of study of above options, it is not precluded to indicate that an observation is relevant for UL only or DL only.

 Agreement
· For Option PR1,
· The relaxed constraint is 1 (instead of 4).
· Other values for the relaxed constraint that meet the 10-Mbps peak rate target can optionally be studied.
· The parameters () [38.306] can be as in Rel-17 RedCap.
· For Option PR2,
· For 15 kHz SCS, the maximum TBS is 10000 bits per TB and per slot.
· For 30 kHz SCS, the maximum TBS is 5000 bits per TB and per slot.
· For Option PR3,
· For 15 kHz SCS, the maximum number of RBs is 25.
· For 30 kHz SCS, the maximum number of RBs is 11.
· Other number of RBs that meet the 10-Mbps peak rate target can optionally be studied.
· Note: It is not precluded to report results also for other values.
· Relevant assumptions (e.g., regarding potential limitations of the TBS sum in case of more than one simultaneous TB) should be reported.


In this section, we discuss UE peak rate reduction solutions.

Analysis of UE complexity reduction
In our understanding, the essence of these PR solutions is the same, i.e., to restrict the supported TB size within a TTI. As the BW capabilities are not changed, the impacted components are almost the same.  the main contributors of the cost reduction are: Receiver processing block, LDPC decoding, Memory(HARQ  buffer), UL processing block. Furthermore, the quantity of cost reduction depends on the data rates that the PRx solution can achieve.
For PR1, relax the constraint form 4 to 1 corresponding to reduce the peak data rate to around 15Mbps. The relationship between peak data rate and constraint can be found in appendix A.1.
For PR2, as the TBSs are limited to 10000bits and 5000bits for 15KHz and 30KHz, respectively, then the peak data rate is reduced to around 10Mbps.
For PR3, as the PRB number are limited to 25 and 11 for 15KHz and 30KHz, respectively, then the peak data rate is reduced to around 20Mbps.
Our cost evaluation results for different options are listed in the table below.
Table 2.2-1 Cost reduction evaluation for PRx  in TDD
	Option
	TDD 1Rx
	TDD 2Rx

	
	Cost 
	Reduction 
(compared to R17 ref)
	Cost 
	Reduction 
(compared to R17 ref)

	Rel-17 RedCap ref
	28.06%
	N/A
	36.15%
	N/A

	PR1
	26.97%
	3.9%
	35.20%
	2.6%

	PR2
	26.91%
	4.1%
	35.01%
	3.2%

	PR3
	27.05%
	3.6%
	35.25%
	2.5%



Table 2.2-2 Cost reduction evaluation for BWx  in FD-FDD
	Option
	FD-FDD 1Rx
	FD-FDD 2Rx

	
	Cost 
	Reduction 
(compared to R17 ref)
	Cost 
	Reduction 
(compared to R17 ref)

	Rel-17 RedCap ref
	38.59%
	N/A
	54.44%
	N/A

	PR1
	36.85%
	4.5%
	53.13%
	2.4%

	PR2
	36.84%
	4.5%
	53.06%
	2.5%

	PR3
	37.29%
	3.4%
	53.13%
	2.4%



Table 2.2-3 Cost reduction evaluation for BWx  in HD-FDD
	Option
	HD-FDD 1Rx
	HD -FDD 2Rx

	
	Cost 
	Reduction 
(compared to R17 ref)
	Cost 
	Reduction 
(compared to R17 ref)

	Rel-17 RedCap ref
	32.19%
	N/A
	48.04%
	N/A

	PR1
	30.45%
	5.4%
	46.73%
	2.7%

	PR2
	30.44%
	5.4%
	46.66%
	2.9%

	PR3
	30.89%
	4.0%
	46.73%
	2.7%



Figure 2.2-1 shows the cost reduction for the R15 reference UE, the R17 RedCap ref, and the Rel-18 eRedCap with different BW reduction options for FD-FDD, HD-FDD and TDD. 
Figure 2.2-1 Cost reduction evaluation for BWx 

Based on the above results and figure, we can see a similar situation that of BWs. As the cost of R17 RedCap already reduced a lot compared to R15 reference UEs, and due to the non-linear relationship between the components performance and the cost, the additional cost reductions by PRx in R18 are also small. The cost reductions by those three PR options are almost the same, the difference is not significant, smaller than 1.5%.
Observation 2.2-1: The cost of Rel-17 RedCap already reduced a lot compared to Rel-15/16 UEs, and the additional cost reductions by PRx in Rel-18 are small.
Observation 2.2-2: The cost reductions by PRx are almost the same.
In addition to RF and BB, BW reduction will lead to a lower peak data rate, which means lower memory requirements, then the memory cost can be reduced (The details can be found in section 4). 
Observation 2.2-3: In addition to RF and BB, the memory cost will be reduced along with peak data rate reduction.

Analysis of performance impacts
· Data rate
The target data rate of R18 RedCap is 10Mbps. As analyzed in section 2.2.2, 15Mbps, 10Mbps and 20Mbps can be achieved for PR1, PR2 and PR3, respectively. Therefore, PRx can fulfil the data rate requirements of low-end RedCap use cases in general.
Observation 2.2-4: PR1/PR2/PR3 can fulfil the data rate requirements of low-end RedCap use cases.

· Coverage 
For PR1 and PR2, as the BW capabilities for all the channel and signal are not changed, then no coverage loss was expected. For PR3, the PRB number is limited, but the resource allocation can span a bandwidth of maximum 20 MHz, no coverage loss was expected.
Observation 2.2-5: For PR1/PR2/PR3, no coverage loss was expected.

· PDCCH blocking and latency
For PR1/PR2/PR3, with 20Mhz BW capability, the PDCCH blocking rate is similar to R17 RedCap. Then, the scheduling latency from the perspective of PDCCH blocking is also same to R17 RedCap. The restricted TBS may increase the latency if the package payload is huge, but for low-end use cases, the probability could be very small for huge payload.
Observation 2.2-6: As the control channel BW is 20MHz, the PDCCH blocking rates for PR1/PR2/PR3 are similar to R17 RedCap

Analysis of coexistence impacts
· SSB and CORESET#0 reception
For PR1/PR2/PR3, with 20Mhz BW capability, no issues were observed for the reception of SSB and CORESET#0, the current procedure/configuration for SSB and CORESET#0 can be reused.
Observation 2.2-7: For PR1/PR2/PR3, no issues were observed for the reception of SSB and CORESET#0.

· SIB reception
The payload size of SIB is 2976bits [6], which is smaller than 5000bits. Then, from the perspective of TBS, the SIB can be received by the eRedCap. However, if the method of PR3 is adopted, there will be a limitation for SIB scheduling, i.e., the scheduled RB number for SIB should smaller than the restricted number. In addition, if a very low code rate is required for SIB PDSCH, the required RB number will be relatively large. That is to say, if the RB number is restricted too small, the SIB cannot be scheduled. The other two methods will not bring such impacts.
Observation 2.2-8: For PR3, a scheduling limitation for SIB was observed.
Observation 2.2-9: For PR1/PR2, no issues were observed for SIB reception.

· Initial BWP
With 20MHz BW capability, the separate initial BWP structure introduced in R17 can be reused for eRedCap, that is to say, there is no new IE and procedure are needed. In addition, no limitations on R17 RedCap were observed.
Observation 2.2-10: With PR1/PR2/PR3, the initial BWP for R17 RedCap can be resued by R18 eRedCap, e.g., there is no need to introduce another initial BWP for R18 RedCap, and no limitation on R17 initial BWP.

· Random access
If the peak data rate is reduced to 10Mbps (the minimum value among PRx), the supported TBS within a TTI is around 5000bits (30KHz SCS), then the reception of common information during the random access phase may be affected (before capability reporting). As Msg1 is a sequence, there is no need to compare it.
· Paging (DL)
According to the current spec [6][7], the max paging record is 32, then the max payload of paging is no more than 3000bits, which is less than 5000bits. 
· Msg 2 (DL)
According to the current spec [6][7], the max number of RAR within a PDSCH is 64, then the max payload of paging is around 4100bits, which is less than 5000bits. 
· Msg 3 (UL)
According to the current spec [5], when a PUSCH is scheduled by a RAR, the UE determines the MCS of the PUSCH transmission from the first sixteen indexes of the applicable MCS index table for PUSCH as described in [8]. based on [8], the max Qm is16 QAM and the max code rate is 0.64, then the peak data rate of Msg 3 is around 20.6Mbps, then the max payload size of Msg 3 is 10300 bits, which is higer than 5000bits. 
However, the information carried by Msg3 during the initial access procedure in RRC IDLE state is RRCSetupRequest, according to [6], the payload size of RRCSetupRequest is quite small (less than 100bits). Other information that possibly carried by Msg3 are include RRCResumeRequest or RRCResumeRequest1, RRCReestablishmentRequest, RRCSystemInfoRequest, C-RNTI MAC CE+ RRCReconfigurationComplete, C-RNTI MAC CE, the payload size of these IEs are all small(less than 100bits) except for RRCReconfigurationComplete. Nevertheless, the RRCReconfigurationComplete is only used in connected mode, the gNB knows the TBS of eRedCap, and then the restriction can be applied.
· Msg 4 (DL)
There is no limitation for Msg4 in PHY spec, but according to L2 spec [6][7], Msg 4 is used to carry the RRC set up and contention resolution. The max PDCP size is 9K bytes and the contention resolution size is 6 bytes, in addition, there is an MAC header 1 byte. Therefore, Msg 4 can be up to 9007bytes = 72056bits, this bit size is a max value from spec perspective, obviously, it is higher than the allowed TBS within a TTI for the R17 RedCap even without any relaxation.
According to the above analysis, the reception of Msg4 may be impacted. Then we checked three different Msg 4 logs from current 5G network in China, and found that the max size of Msg4 is around 1320bits. 
Table 2.2-4: Msg 4 logs from current 5G network in China
	Logs 1
	Logs 2
	Logs 3
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Based on network implementation, the transmission/reception of Msg3/Msg4 can be done.
Observation 2.2-11:  With PR1/PR2/PR3, the reception of Msg4 may be impacted in principle. However, according to the logs from current 5G network, the payload of Msg4 is smaller than 5000bits.

Analysis of spec impacts 
For spec impacts, as these are three different detailed methods, the possible spec impacts can be divided into common impacts and individual impacts. 
Common impacts
· Enhancement or restriction for Msg4 transmission may needed. For example, the UE needs to report its capability before Msg4 transmission. In addition to early capability indication, we think this can be resolved by gNB implementation, e.g., the gNB can always restrict the payload size of Msg4 for all RedCap, or if the feedback of Msg4 from a RedCap is NACK, the gNB can change the payload size for Msg4.
Individual impacts
· For PR1. PR1 is a scaling factor and Qm based solution, this method was discussed in the later phase of R17 WI, and the details for scaling factor can be found in our contributions [9][10]. The scaling factor is given by higher layer parameter scalingFactor (in UE capability IEs) and can take the values 1, 0.8, 0.75, and 0.4. The UE capability signaling (scalingFactor and supportedModulationOrderDL) allows UE to flexibly indicate the data rate it supports, and indicate the maximum TBS it supports implicitly [11]. As the current IE can be reused, the only impacts observed for scalingFactor is constraint relaxation. In addition, PR1 leaves more freedom for UE implementation, e.g., the UE can support different data rate capabilities according to the requirements of the detailed use cases. 
· For PR2, i.e., TBS restriction, as the TBS is calculated by serval factors, e.g., modulation order, code rate, the number of MIMO layers and the number of REs. TBS restriction can be achieved by single factor restriction or restriction on factor combinations. Actually, the simplest way is to specify a max TBS for eRedCap, and then detailed restriction (restrict to which factor or factor combinations) can up to gNB implementation. A new IE may needed for capability reporting after initial access.
· For PR3, i.e., PRB restriction, the RB number determination is needed, and a new IE may also needed for capability reporting after initial access.
We summarized individual impacts in the following table
Table 2.2-5: possible spec impacts of different methods
	PR1
	PR2
	PR3

	1. Constraint relaxation;
2. Reuse the current IE(SF)
	1. Determination on TBS and/or factors to be restricted; 
2. Capability reporting (New IE or reuse);
	1. BW(RB Num) determination; 
2. Capability reporting (New IE);


The expected impacts of these method are very small, especially for scaling factor based method.
Observation 2.2-12: The expected spec impacts of the detailed methods of PRx are very small.
Observation 2.2-13: PR1 was discussed in the later phase of R17 WI, and the only impact observed for scalingFactor is constraint relaxation.
Observation 2.2-14: PR1 leaves more freedom for UE implementation, e.g., the UE can configure different data rate capabilities according to the requirements of the detailed use cases.

Relaxed UE processing timeline
Descriptions
UE processing time relaxation was widely studied in Rel.17 study item, and almost all the possible impacts were captured in TR 38.875 [12]. Due to the TU limits, this solution was not introduced in R17.  In the last RAN1 meeting, some solutions related to UE processing timeline were discussed, and the following related agreements were reached [2].
	Agreement
· The following options for relaxed UE processing timeline will be studied:
· Option PT1: Relaxation of UE processing time for PDSCH/PUSCH in terms of N1 and N2
· Option PT2: Relaxation of UE processing time for CSI in terms of Z and Z’
· UE complexity reduction estimates for relaxed UE processing timeline are only reported for combinations with UE bandwidth reduction or UE peak rate reduction.
Agreement
· In Option PT1, the relaxation factor for N1 and N2 is 2.
· In Option PT2, the relaxation factor for Z and Z’ is 2.
· The combination of Options PT1 and PT2 is also studied.


For option PT1, the UE processing time for PDSCH/PUSCH in terms of N1 and N2 can be relaxed. N1 is the number of OFDM symbols required for UE processing from the end of PDSCH reception to the earliest possible start of the corresponding ACK/NACK transmission from UE perspective. N2 is the number of OFDM symbols required for UE processing from the end of PDCCH containing the UL grant reception to the earliest possible start of the corresponding PUSCH transmission from UE perspective. Both of N1 and N2 are related to the timing from DL to UL, since the timing needs to be aligned between UE and gNB. In R17 study item, the values of N1 and N2 to be studied are assumed to be doubled compared to those of capability 1 (listed below, [8]).
	TS:38.214
PDSCH processing time for PDSCH processing capability
	
	PDSCH processing capability 1
	PDSCH processing capability 2

	
	PDSCH decoding time N1 [symbols]
	PDSCH decoding time N1 [symbols]

	
	dmrs-AdditionalPosition = pos0 in 
DMRS-DownlinkConfig in both of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB
	dmrs-AdditionalPosition ≠ pos0 in 
DMRS-DownlinkConfig in either of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB 
or if the higher layer parameter is not configured 
	dmrs-AdditionalPosition = pos0 in 
DMRS-DownlinkConfig in both of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB

	0
	8
	N1,0 (13 or 14, according to the PDSCH DM-RS position)
	3

	1
	10
	13
	4.5

	2
	17
	20
	9 for frequency range 1

	3
	20
	24
	NA


PUSCH preparation time for PUSCH timing capability
	
	PUSCH timing capability 1
	PUSCH timing capability 2

	
	PUSCH preparation time N2 [symbols]
	PUSCH preparation time N2 [symbols]

	0
	10
	5

	1
	12
	5.5

	2
	23
	11 for frequency range 1

	3
	36
	NA





For option PT2, the UE processing time for CSI in terms of Z and Z’ can be relaxed. The current spec [8] specifies two terms of timing for the CSI report.




For Z and Z’, three groups was specified, i.e., ,  and . Different group is specified for different conditions, Z1 is mainly for wideband frequency-granularity, Z3 is used when reportQuantity is set to if reportQuantity is set to 'cri-RSRP', 'ssb-Index-RSRP', 'cri-RSRP-Capability[Set]Index' or 'ssb-Index-RSRP-Capability[Set]Index ', and is related to beamReportTiming while Z2 is used for the othercases.
The values for Z and Z’ are as follows
	TS:38.214
Table 5.4-1: CSI computation delay requirement 1
	

	Z1 [symbols]

	
	Z1
	Z'1

	0
	10
	8

	1
	13
	11

	2
	25
	21

	3
	43
	36


Table 5.4-2: CSI computation delay requirement 2
	

	Z1 [symbols]
	Z2 [symbols]
	Z3 [symbols]

	
	Z1
	Z'1
	Z2
	Z'2
	Z3
	Z'3

	0
	22
	16
	40
	37
	22
	X0

	1
	33
	30
	72
	69
	33
	X1

	2
	44
	42
	141
	140
	min(44,X2+ KB1)
	X2

	3
	97
	85
	152
	140
	min(97, X3+ KB2)
	X3

	5
	388
	340
	608
	560
	min(388, X5+ KB3) 
	X5 

	6
	776
	680
	1216
	1120
	min(776, X6+ KB4) 
	X6 





Analysis of UE complexity/cost reduction 
For PT1, the main contributors of the cost reduction are receiver processing block, LDPC decoding, DL control processing & decoder, UL processing block. While for PT2, the cost reduction contributors are DL control processing & decoder, UL processing block, MIMO specific processing block.
In the last RAN1 meeting, it was agreed that UE complexity reduction estimates for relaxed UE processing timeline are only reported for combinations with UE bandwidth reduction or UE peak rate reduction, and the following evaluation cases were agreed
	Agreement
· UE complexity reduction is studied for the following combinations:
1. Reference case (Rel-17 RedCap UE)
2. BW1 + PT1 + PT2
3. BW3 + PT1 + PT2
4. PR1 + PT1 + PT2
5. PR3 + PT1 + PT2
· In addition, optional results for the following combinations can also be reported:
1. BW1 + PT1
2. BW3 + PT1
3. PR1 + PT1
4. PR3 + PT1
5. BW2 + PT1 + PT2
6. PR2 + PT1 + PT2


In this section, we share our evaluation results for the agreed cases. For simply, we only share the results for TDD 1Rx and FD-FDD 1Rx, other cases, e.g., HD-FDD and 2Rx, can be found in the evaluation result sheet eRedCapComplexityTemplate.
· Evaluation results for (BW reduction + relaxed UE processing timeline)
Our cost evaluation results for BWx+PTxin TDD and FD-FDD are listed in the table below.
Table 2.3-1 Cost reduction evaluation for BWx+PTx  in TDD and FD-FDD
	Option
	TDD 1Rx
	FD-FDD 1Rx

	
	Cost 
	Additional reduction 
(compared to BWx)
	Cost 
	Additional reduction 
(compared to BWx)

	Rel-17 RedCap ref
	28.06%
	N/A
	38.59%
	N/A

	BW1
	BW1
	26.73%
	N/A
	36.46%
	N/A

	
	BW1 + PT1
	26.05%
	0.68%
	35.74%
	0.72%

	
	BW1 + PT1 + PT2
	25.99%
	0.74%
	35.39%
	1.07%

	BW2
	BW2
	26.89%
	N/A
	36.87%
	N/A

	
	BW2 + PT1 + PT2
	26.15%
	0.74%
	35.80%
	1.07%

	BW3
	BW3
	27.01%
	N/A
	37.23%
	N/A

	
	BW3 + PT1
	26.33%
	0.68%
	36.51%
	0.72%

	
	BW3 + PT1 + PT2
	26.27%
	0.74%
	36.16%
	1.07%


Figure 2.3-1 and Figure 2.3-2 show the cost reduction for the BWx+PTx in TDD and FD-FDD, respectively. 

Figure 2.3-1 Cost reduction evaluation for BWx+PTx in TDD
	

	Figure 2.3-2 Cost reduction evaluation for BWx+PTx in FD-FDD

	


Based on the above, PT1 and PT2 can bring some additional cost saving on top on BWx. 
Observation 2.3-1: PT1 and PT2 can bring some additional cost saving on top on BWx.

· Evaluation results for (Peak data rate reduction + relaxed UE processing timeline)
Our cost evaluation results for PRx+PTx in TDD and FD-FDD are listed in the table below.
Table 2.3-2 Cost reduction evaluation for PRx+PTx  in TDD and FD-FDD
	Option
	TDD 1Rx
	FD-FDD 1Rx

	
	Cost 
	Additional reduction 
(compared to PRx)
	Cost 
	Additional reduction 
(compared to PRx)

	Rel-17 RedCap ref
	28.06%
	N/A
	38.59%
	N/A

	PR1
	PR1
	26.97%
	N/A
	36.85%
	N/A

	
	PR1 + PT1
	26.38%
	0.59%
	36.28%
	0.57%

	
	PR1 + PT1 + PT2
	26.29%
	0.68%
	35.94%
	0.91%

	PR2
	PR2
	26.91%
	N/A
	36.84%
	N/A

	
	PR2 + PT1 + PT2
	26.29%
	0.62%
	35.92%
	0.92%

	PR3
	PR3
	27.05%
	N/A
	37.29%
	N/A

	
	PR3 + PT1
	26.40%
	0.65%
	36.54%
	0.75%

	
	PR3 + PT1 + PT2
	26.31%
	0.74%
	36.19%
	1.10%


Figure 2.3-3 and Figure 2.3-4 show the cost reduction for the PRx+PTx  in TDD and FD-FDD, respectively. 
Figure 2.1-3 Cost reduction evaluation for PRx+PTx in TDD
	

	Figure 2.1-4 Cost reduction evaluation for PRx+PTx in FD-FDD

	


Based on the above, PT1 and PT2 can bring some additional cost saving on top on PRx. 
Observation 2.3-2: PT1 and PT2 can bring some additional cost saving on top on PRx.

Analysis of performance impacts
· For PT1
As PT1 was discussed in R17, the possible performance impacts captured in TR 38.875 [12] (listed below) can be used as reference.
	7.5.3 Analysis of performance impacts
Coverage:
No coverage impact is expected from a more relaxed UE processing time in terms of N1 and N2.
Network capacity and spectral efficiency:
Depending on the gNB scheduler implementation, there may be no or minor impact on network capacity or spectral efficiency from a more relaxed UE processing time in terms of N1 and N2.
Data rate:
No impact on instantaneous peak data rate is expected from a more relaxed UE processing time in terms of N1 and N2, but the UE throughput may be reduced if the HARQ round trip time is extended. The throughput requirements identified for the RedCap use cases are still expected to be fulfilled.
Latency and reliability:
Relaxed UE processing time in terms of N1 and N2 has impact on latency. For downlink transmission, relaxed N1 value impacts how fast HARQ-ACK feedback can be sent after the reception of PDSCH. For uplink transmission, relaxed N2 value impacts how fast PUSCH can be scheduled with respect to the UL grant. How significant the impact on latency is depends on use cases and scheduled number of retransmissions.
Power consumption:
Relaxed UE processing time in terms of N1 and N2 may allow for processing with lower clock frequency and lower voltage which may help reducing the UE power consumption. The impact on power consumption of relaxed UE processing time depends on implementation and traffic characteristics.


· For PT2.
We have the following analyzation.
· Data rate
The UE UL throughout can be impacted due to relaxed CSI processing time in the following case: Other PUSCH cannot be transmitted before the triggered aperiodic CSI (A-CSI) is transmitted.
· Latency
After the A-CSI triggering, no other PUSCH can be scheduled before the A-CSI is transmitted, relaxed Z/Z’ may increase the latency of the following data.
· Coverage
No coverage impact is expected.
· Power consumption
Relaxed UE processing time in terms of Z and Z’ may also allow for processing with lower clock frequency and lower voltage which may help reducing the UE power consumption.

Analysis of coexistence impacts
· SSB, CORESET#0 and SIB reception
As introduced in section 2.3.1, both N1/N2/Z/Z’ are related to the timing from DL to UL, then the reception of DL channels/signals, e.g., SSB, CORESET#0 and SIB will not be impacted.
Observation 2.3-3: With PT1/PT2, no issues were observed for the reception of SSB, CORESET#0 and SIB.
· Random access impacts
For PT1, the possible impacts for random access captured in TR 38.875 [12] (listed below) can be used as reference.
	The relaxed UE processing time capability in terms of N1 and N2 may cause potential coexistence issues with legacy UEs during initial access if early identification of RedCap UEs prior to Msg2 scheduling is not supported or conservative scheduling is not possible. If gNB schedules all UEs according to relaxed timing relationships for RedCap UEs, legacy UEs may experience an increase in control plane latency.


For PT2, no impact is expected.
Observation 2.3-4: PT1 may cause potential coexistence issues with legacy UEs during initial access.
Observation 2.3-5: No random access issues were observed for PT2.

Analysis of spec impacts 
For PT1, the possible spec impacts captured in TR 38.875 [12] (listed below) can be used as reference.
	7.5.5 Analysis of specification impacts
A new UE processing time capability needs to be defined if relaxed UE processing time in terms of N1 and N2 is introduced. New values of N1 and N2, as well as how the PDSCH processing time and PUSCH preparation time are determined by N1 and N2, need to be defined.
Depending on the degree of relaxation of the N1 and N2 values, specification details on scheduling timing related to the default TDRA tables and HARQ-ACK timing range may also need to be updated.


For PT2, the possible spec impacts are similar to PT1, e.g., a new UE processing time capability needs to be defined.
Observation 2.3-6: Specification impacts could be very small for PT1 and PT2.

Memory impacts
According to the previous observations for cost reduction, we can see that the cost reduction in RF and BB are not that attractive. The reason is that the cost of R17 RedCap already reduced a lot compared to R15 reference UEs,  and relationship between the components performance and the cost is non-linear, then, there is no much room for cost reduction in RF and BB. However, it is worth noticing that there are some other components (e.g., memory, different from RF and BB) will be affect by R18 features. 
In the last RAN1 meeting, it was agreed to study memory cost.
	Agreement
· The impact on memory size/cost/complexity (external to the RF and BB parts) from the studied UE complexity reduction features can be considered in the study.
· This potential impact will not be included in the quantitative UE complexity reduction estimates.
· L2 buffer size assumptions can be based on TS 38.306 clause 4.1.4 (“Total layer 2 buffer size for DL/UL”).
· FFS whether/how to capture in the TR


Memory is another essential component in a chipset. As illustrated in the figure 3-1, most functional components require some storage space in the memory.
Figure 3-1：Chipset architecture
[image: ] 
In general, the UE (or UE chipset) memory is mainly composed by two parts, i.e., ROM and RAM.
· ROM: ROM (Read Only Memory) is mainly used to store system boot-related messages, e.g., some static configurations of the chipset, operating system and so on.
· ROM size is independent of the supported peak data rate in cellular communication procedure.
· RAM: RAM (Random Access Memory) can be divided into two parts(components):
· Cellular communication related storage
· Communication data storage: 
· Protocol stack data and physical layer data
· L2 buffer is included in this part.
· Highly dependent on the supported peak data rate in cellular communication procedure.
· Control code storage: 
· Cellular communication processing code (NR and/or LTE)
· Independent on the supported peak data rate in cellular communication procedure.
· Other storage:
· Customer Apps (if any), it will have no room for Apps if RAM does not allow for application development at customers side.
· Data storage for other function block, e.g., multimedia, WIFI, Bluetooth, etc.
· Independent on the supported peak data rate in cellular communication procedure.
Based on the above, the memory architecture can be roughly illustrated by the figure 3-2:
Figure 3-2：Example for memory architecture
[image: ]
Based on the above, when the peak data rate is reduced, the communication data storage requirement can be reduced accordingly. Generally speaking, the decrease rate of storage requirement is consistent with that of peak rate reduction. For example, when the peak data rate is reduced by 10 times, then the communication data storage requirement can be reduced by 10 times.
Observation 3-1: The communication data storage in the memory can be reduced when the peak data rate is reduced.
Observation 3-2: The decrease rate of storage requirement is consistent with that of peak rate reduction.
Observation 3-3: The other storage parts in the memory are independent on the supported peak data rate.

Furthermore, the storage ratio can be roughly illustrated by table 3-1:
Table 3-1: Memory architecture and ratio
	Functional block
	ROM
	RAM

	Cost/storage requirement ratio
	X%
	（1-X）%

	
	
	Communication data/code storage
	others

	
	
	(1-Y)%
	Y%

	
	
	Data storage
	Code storage
	

	
	
	(1-Z)%
	Z%
	


The values of X, Y and Z are highly depend on the UE implementation and the application scenarios of the chipset. For example, if the chipset is used for wearable watch, then an android operating system is needed, the X could be a little bit large. Moreover, if various applications need to be installed, then the Y could be large. Further, Z is depend on the code quantity, different companies may have different code quantity for cellular communication system (e.g., NR) supporting. 
Take a low-end chipset as an example, we assume the Z=10, Y=25, and X=10. If the peak data rate is reduced by 10 times (e.g., from 100Mbps to 10Mbps), then the data storage can be reduced by 10 times, the memory size can be reduced by 90%*(1-Z)%*(1-Y) %*(1-X)%=90%*90%*75%*90%=55%.
However, generally speaking, it may be difficult to have a quantitative assessment for the memory since it is difficult to align these values between companies or between chipsets.
Observation 3-4: The ratio values of the memory, i.e., X, Y and Z, are highly depend on the UE implementation and the application scenarios of the chipset.
Observation 3-5: It may be difficult to have a quantitative assessment for the memory.
In order to illustrate the full picture of R18 cost reduction, and to convey correct and positive information to vertical industries, we think we can at least to capture the memory principle and possible impact of R18 features on memory cost in the corresponding TR.
Observation 3-6: Capture the memory principle and possible impact of R18 features on memory cost in the corresponding TR can convey correct and positive information to vertical industries.

Summary 
In section 2.1 and 2.2, we analyzed two kinds of main solutions (i.e., further UE bandwidth reduction and further UE peak rate reduction). The comparison and summary for differences are list in the following table.
Table 4-1: Comparison of UE bandwidth reduction and UE peak data rate reduction
	Possible impacts
	Further BW reduction to 5MHz
	Reduced UE peak data rate

	
	BW1
	BW2
	BW3
	PR1
	PR2
	PR3

	Cost 
(Compared to R17 ref)
	FDD:5.5-6.6%,
TDD:4.7-5.3%
	FDD:4.3-5.3%, 
TDD:4.1-4.2%
	FDD:2.8-4.2%, 
TDD: 3.0-3.7%
	FDD:2.4-5.4%,
TDD:2.6-3.9%
	FDD: 2.5-5.4%, TDD: 3.2-4.1%
	FDD: 2.4-4.0%, TDD: 2.5-3.6%

	Performance
(coverage)
	Significant loss
(SSB and PDCCH CSS)
	Significant loss
(SSB and PDCCH CSS)
	No or small loss for data
	No/small
	No/small
	No/small

	Coexistence 
	Impact on 
SSB/CORESET#0/initial BWP/ SIB1/RACH 
	Impact on 
SSB/CORESET#0/initial BWP/SIB1/RACH 
	Small 
	No/small
	No/small
	Small

	Spec impacts
	Either great spec impacts or great limitations
	Either great spec impacts or great limitations
	Small
	Very small
	Small
	Small


· For BWx, BW1 is the most cost-benefit solution, but this is at the cost of negative effects in almost all aspects, e.g., performance, coexistence, spec, network, configuration flexibility, etc. BW2 bring less cost-benefit than BW1 (about 1% less), but its negative impacts are not significantly reduced. BW3 brings less cost-benefit than BW2 (about 1% less), but significant reduction on negative impacts were expected.
· For PRx, the cost benefit is highly depend on the target rate. If the target rate is 10Mbps, the cost benefits of PR1/2/3 will be similar to that of BW2. In general, PRx schemes bring little impacts on performance, coexistence, network and spec. In addition, PR1 can reuse the capability reporting mechanism and scheduling restriction process of the current spec and can leave more freedom for UE implementation, e.g., the UE can report different data rate capabilities according to the requirements of the detailed use cases. 
In section 2.3, we analyzed a supplementary solution (i.e., processing time relaxation) for R18 RedCap. Based on the doubled N1/N2/Z/Z’, we observed that processing time relaxation brings relatively small impacts while provide benefits to UE implementation (complexity reduction and power saving). In addition, we combined the main solutions and the supplementary solution, and we analyzed the complexity reduction of the combinations, it was observed that the cost reductions of the combinations are relatively attractive compared to single solution.
In section 3, we introduced the principle of memory and analyzed the possible complexity impacts to memory. We observed that the communication data storage in the memory can be reduced when the peak data rate is reduced, and for particular chipset, the cost reduction are very attractive. This means both further UE bandwidth reduction and further UE peak rate reduction are benefit to the memory cost. In addition, the reduction of memory cost further reduces the difference in the impact of each solutions on the overall cost. We also see the necessity to reflect the impact of the memory cost in R18. 
Based on the summary above, we have the following proposals:
Proposal 1: Specify PR1 and/or BW3 for R18 RedCap.
Proposal 2: Specify PT1 and/or PT2 for R18 RedCap.
Proposal 3: Capture the TP for the memory in appendix A.2 to the TR 38.875.
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· Observations
Based on the analyses and discussions, we have the following observations:
· Observations for further UE bandwidth reduction (section 2.1)
· Observation 2.1-1: The cost of Rel-17 RedCap already reduced a lot compared to Rel-15/16 UEs, and the additional cost reductions by BWx in Rel-18 are small.
· Observation 2.1-2: The cost reductions by BWx are almost the same.
· Observation 2.1-3: In addition to RF and BB, memory cost will be reduced along with BW reduction.
· Observation 2.1-4: BW1/2/3 can fulfil the data rate requirements of low-end RedCap use cases.
· Observation 2.1-5: BW1/2 will reduce the PDCCH coverage due to the limitation of max AL or CORESET puncture.
· Observation 2.1-6: BW1/2 will lead to significant performance loss for SSB reception in 30KHz SCS.
· Observation 2.1-7: BW1/2/3 will lead to small performance loss for UE-specific PDSCH reception.
· Observation 2.1-8: BW1/2 will increase the PDCCH blocking rate and latency .
· Observation 2.1-9: For BW1/2, the SSB can be received for 15KHz SCS. For SSB can be received in a punctured way with performance loss.
· Observation 2.1-10: For BW3, no issue was observed for SSB reception.
· Observation 2.1-11: For BW1/2, the CORESET#0 can be received only when a) the SCS of CORESET#0 and SSB are equal to 15KHz, and b) the index of table 13-1 are limited to the first six index.
· Observation 2.1-12: For BW1/2, if 30KHz needs to be supported, new pattern(s) of CORESET#0 may be needed, great spec impacts were expected.
· Observation 2.1-13: For BW3, no issue was observed for CORESET#0 reception.
· Observation 2.1-14: For BW1/2/3, the SIB-PDSCH needs to be scheduled within 5MHz BW.
· Observation 2.1-15: For BW1/2, another initial BWP may needed, otherwise, huge limitations for R17 RedCap were observed.
· Observation 2.1-16: For BW1/2, if another initial BWPs need to be introduced, huge spec impacts and network impacts were expected.
· Observation 2.1-17: For BW3, the current separate initial BWP structure established in R17 can be reused.
· Observation 2.1-18: With BW1/BW2, the flexibility of RACH configurations are quite limited.
· Observation 2.1-19: With BW3, the flexibility of RACH configuration will not change.
· Observation 2.1-20: For BW1/BW2, either great spec impacts or great limitations were observed.
· Observation 2.1-21: For BW3, spec impacts could be small.

· Observations for further UE peak rate reduction  (section 2.2)
· Observation 2.2-1: The cost of Rel-17 RedCap already reduced a lot compared to Rel-15/16 UEs, and the additional cost reductions by PRx in Rel-18 are small.
· Observation 2.2-2: The cost reductions by PRx are almost the same.
· Observation 2.2-3: In addition to RF and BB, the memory cost will be reduced along with peak data rate reduction.
· Observation 2.2-4: PR1/PR2/PR3 can fulfil the data rate requirements of low-end RedCap use cases.
· Observation 2.2-5: For PR1/PR2/PR3, no coverage loss was expected.
· Observation 2.2-6: As the control channel BW is 20MHz, the PDCCH blocking rates for PR1/PR2/PR3 are similar to R17 RedCap
· Observation 2.2-7: For PR1/PR2/PR3, no issues were observed for the reception of SSB and CORESET#0.
· Observation 2.2-8: For PR3, a scheduling limitation for SIB was observed.
· Observation 2.2-9: For PR1/PR2, no issues were observed for SIB reception.
· Observation 2.2-10: With PR1/PR2/PR3, the initial BWP for R17 RedCap can be resued by R18 eRedCap, e.g., there is no need to introduce another initial BWP for R18 RedCap, and no limitation on R17 initial BWP.
· Observation 2.2-11:  With PR1/PR2/PR3, the reception of Msg4 may be impacted in principle. However, according to the logs from current 5G network, the payload of Msg4 is smaller than 5000bits.
· Observation 2.2-12: The expected spec impacts of the detailed methods of PRx are very small.
· Observation 2.2-13: PR1 was discussed in the later phase of R17 WI, and the only impact observed for scalingFactor is constraint relaxation.
· Observation 2.2-14: PR1 leaves more freedom for UE implementation, e.g., the UE can configure different data rate capabilities according to the requirements of the detailed use cases.

· Observations for relaxed UE processing timeline (section 2.3)
· Observation 2.3-1: PT1 and PT2 can bring some additional cost saving on top on BWx.
· Observation 2.3-2: PT1 and PT2 can bring some additional cost saving on top on PRx.
· Observation 2.3-3: With PT1/PT2, no issues were observed for the reception of SSB, CORESET#0 and SIB.
· Observation 2.3-4: PT1 may cause potential coexistence issues with legacy UEs during initial access.
· Observation 2.3-5: No random access issues were observed for PT2.
· Observation 2.3-6: Specification impacts could be very small for PT1 and PT2.

· Observations for other memory impacts (section 3)
· Observation 3-1: The communication data storage in the memory can be reduced when the peak data rate is reduced.
· Observation 3-2: The decrease rate of storage requirement is consistent with that of peak rate reduction.
· Observation 3-3: The other storage parts in the memory are independent on the supported peak data rate.
· Observation 3-4: The ratio values of the memory, i.e., X, Y and Z, are highly depend on the UE implementation and the application scenarios of the chipset.
· Observation 3-5: It may be difficult to have a quantitative assessment for the memory.
· Observation 3-6: Capture the memory principle and possible impact of R18 features on memory cost in the corresponding TR can convey correct and positive information to vertical industries.

· Proposals
Based on the analyses and above observations, we have the following proposals:
Proposal 1: Specify PR1 and/or BW3 for R18 RedCap.
Proposal 2: Specify PT1 and/or PT2 for R18 RedCap.
Proposal 3: Capture the TP for the memory in appendix A.2 to the TR 38.875.
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Appendix
A.1 Constraint and peak data rate
The reference RedCap is 20MHz (51PRB)+1Rx+1MIMO layer+64QAM+30KHz SCS+FD_FDD, then the max data rate capabilities are around 82Mbps/87.6Mbps in DL/UL. The relationship between the supported peak data rate, the reported capabilities and the constraint can be found in table A.1-1 and A.1-2.
Table A.1-1: the supported peak data rate and the corresponding capability combination
	Data rare(DL/UL)
	SF=1
	SF=0.8
	SF=0.75
	SF=0.4

	64QAM =6
	81.9Mbps/87.6Mbps
	65.6Mbps/70.1Mbps
	61.5Mbps/65.7Mbps
	32.8Mbps/35.04Mbps

	16QAM = 4
	54.6Mbps/58.4Mbps
	43.7Mbps/46.7Mbps
	41Mbps/43.8Mbps
	21.9Mbps/23.36Mbps

	QPSK = 2
	27.3Mbps/29.2Mbps
	21.9Mbps/23.36Mbps
	20.5Mbps/21.9Mbps
	10.9Mbps/11.68Mbps

	BPSK = 1 
	13.65Mbps/14.6Mbps
	10.9Mbps/11.68Mbps
	10.25Mbps/10.95Mbps
	5.46Mbps/5.84Mbps


Table A.1-2: the corresponding constraint
	Q×F
	SF=1
	SF=0.8
	SF=0.75
	SF=0.4

	64QAM =6
	6
	4.8
	4.5
	2.4

	16QAM = 4
	4 (the current one)
	3.2
	3
	1.6

	QPSK = 2
	2
	1.6
	1.5
	0.8

	BPSK = 1 
	1
	0.8
	0.75
	0.4



A.2 TP for TR 38.865
Proposed TPs are as follows:
------------------------------------------------------ Start of Text Proposal ----------------------------------------------------------

7.1        Introduction to UE complexity reduction features
…
The following additional UE complexity reduction will be affected by BW reduction or peak data rate reduction:
· Reduction of L2 buffer size: according to the calculation in TS 38.306, with BW reduction or peak data rate reduction, L2 buffer requirements for R18 RedCap UEs are implicitly reduced significantly. 
· Reduction of Memory size: with the reduced peak data rate, the memory size are reduced accordingly. Benefits and qualitative assessment of memory size reduction are evaluated in section 7.6
7.2        Further UE bandwidth reduction
……
7.6        Impact of R18 features on memory
Memory is another essential component in a chipset. As illustrated in the figure 7.6-1, most functional components require some storage space in the memory.
Figure 7.6-1：Chipset architecture
[image: ] 
The UE (or UE chipset) memory is mainly composed by two parts, i.e., ROM and RAM.
· ROM: ROM (Read Only Memory) is mainly used to store system boot-related messages, e.g., some static configurations of the chipset, operating system and so on.
· ROM size is independent of the supported peak data rate in cellular communication procedure.
· RAM: RAM (Random Access Memory) can be divided into two parts(components):
· Cellular communication related storage
· Communication data storage: 
· Protocol stack data and physical layer data
· L2 buffer is included in this part.
· Highly dependent on the supported peak data rate in cellular communication procedure.
· Control code storage: 
· Cellular communication processing code (NR and/or LTE)
· Independent on the supported peak data rate in cellular communication procedure.
· Other storage:
· Customer Apps (if any), it will have no room for Apps if RAM does not allow for application development at customers side.
· Data storage for other function block, e.g., multimedia, WIFI, Bluetooth, etc.
· Independent on the supported peak data rate in cellular communication procedure.
The memory architecture can be roughly illustrated by the figure 7.6-2:
Figure 7.6-2：Example for memory architecture
[image: ]
When the peak data rate is reduced, the communication data storage requirement can be reduced accordingly. Generally speaking, the decrease rate of storage requirement is consistent with that of peak rate reduction. The storage ratio can be roughly illustrated by table 7.6-1:
Table 7.6-1: Memory architecture and ratio
	Functional block
	ROM
	RAM

	Cost/storage requirement ratio
	X%
	（1-X）%

	
	
	Communication data/code storage
	others

	
	
	(1-Y)%
	Y%

	
	
	Data storage
	Code storage
	

	
	
	(1-Z)%
	Z%
	


The values of X, Y and Z are highly depend on the UE implementation and the application scenarios of the chipset. For example, if the chipset is used for wearable watch, then an android operating system is needed, the X could be a little bit large. Moreover, if various applications need to be installed, then the Y could be large. Further, Z is depend on the code quantity, different companies may have different code quantity for cellular communication system (e.g., NR) supporting. 
Take a low-end chipset as an example, if the Z=10, Y=25, X=10 and the peak data rate is reduced by 10 times (e.g., from 100Mbps to 10Mbps), then the data storage can be reduced by 10 times, the memory size can be reduced by 90%*(1-Z)%*(1-Y) %*(1-X)%=90%*90%*75%*90%=55%.

-------------------------------------------------------- End of Text Proposal --------------------------------------------------------

R15/16	TDD 1Rx	TDD 2Rx	FD-FDD 1Rx	FD-FDD 2Rx	HD-FDD 1Rx	HD-FDD 2Rx	1	1	1	1	1	1	R17 RedCap ref	TDD 1Rx	TDD 2Rx	FD-FDD 1Rx	FD-FDD 2Rx	HD-FDD 1Rx	HD-FDD 2Rx	0.28058000000000005	0.36154000000000008	0.38594000000000001	0.48036000000000001	0.32194	0.54435999999999996	BW1 	TDD 1Rx	TDD 2Rx	FD-FDD 1Rx	FD-FDD 2Rx	HD-FDD 1Rx	HD-FDD 2Rx	0.26732	0.34222000000000008	0.36458000000000002	0.44964000000000004	0.30058000000000001	0.51363999999999999	BW2	TDD 1Rx	TDD 2Rx	FD-FDD 1Rx	FD-FDD 2Rx	HD-FDD 1Rx	HD-FDD 2Rx	0.26888000000000001	0.34684000000000004	0.36865999999999999	0.45684000000000002	0.30466000000000004	0.52083999999999997	BW3	TDD 1Rx	TDD 2Rx	FD-FDD 1Rx	FD-FDD 2Rx	HD-FDD 1Rx	HD-FDD 2Rx	0.27007999999999999	0.35104000000000007	0.37225999999999998	0.46523999999999999	0.30825999999999998	0.52924000000000004	



R15/16	TDD 1Rx	FD-FDD 1Rx	HD-FDD 1Rx(opt)	TDD 2Rx(opt)	FD-FDD 2Rx(opt)	HD-FDD 2Rx(opt)	1	1	1	1	1	1	R17 RedCap ref	TDD 1Rx	FD-FDD 1Rx	HD-FDD 1Rx(opt)	TDD 2Rx(opt)	FD-FDD 2Rx(opt)	HD-FDD 2Rx(opt)	0.28058000000000005	0.38594000000000001	0.32194	0.36154000000000008	0.48036000000000001	0.54435999999999996	PR1	TDD 1Rx	FD-FDD 1Rx	HD-FDD 1Rx(opt)	TDD 2Rx(opt)	FD-FDD 2Rx(opt)	HD-FDD 2Rx(opt)	0.26972000000000002	0.36853999999999998	0.30453999999999998	0.35200000000000009	0.46728000000000003	0.53127999999999997	PR2	TDD 1Rx	FD-FDD 1Rx	HD-FDD 1Rx(opt)	TDD 2Rx(opt)	FD-FDD 2Rx(opt)	HD-FDD 2Rx(opt)	0.26912000000000003	0.36841999999999997	0.30442000000000002	0.35008000000000006	0.46655999999999997	0.53056000000000003	PR3	TDD 1Rx	FD-FDD 1Rx	HD-FDD 1Rx(opt)	TDD 2Rx(opt)	FD-FDD 2Rx(opt)	HD-FDD 2Rx(opt)	0.27050000000000002	0.37285999999999997	0.30886000000000002	0.35248000000000007	0.46728000000000003	0.53127999999999997	




TDD 1Rx	BW1	BW1 + PT1	BW1 + PT1 + PT2	BW2	BW2 + PT1 + PT2	BW3	BW3 + PT1	BW3 + PT1 + PT2	BW1	BW2	BW3	0.26729999999999998	0.26050000000000001	0.25990000000000002	0.26889999999999997	0.26150000000000001	0.27010000000000001	0.26329999999999998	0.26269999999999999	



FD-FDD 1Rx	BW1	BW1 + PT1	BW1 + PT1 + PT2	BW2	BW2 + PT1 + PT2	BW3	BW3 + PT1	BW3 + PT1 + PT2	BW1	BW2	BW3	0.36459999999999998	0.3574	0.35389999999999999	0.36870000000000003	0.35799999999999998	0.37230000000000002	0.36509999999999998	0.36159999999999998	



TDD 1Rx	PR1	PR1 + PT1	PR1 + PT1 + PT2	PR2	PR2 + PT1 + PT2	PR3	PR3 + PT1	PR3 + PT1 + PT2	PR1	PR2	PR3	0.2697	0.26379999999999998	0.26290000000000002	0.26910000000000001	0.26290000000000002	0.27050000000000002	0.26400000000000001	0.2631	



FD-FDD 1Rx	PR1	PR1 + PT1	PR1 + PT1 + PT2	PR2	PR2 + PT1 + PT2	PR3	PR3 + PT1	PR3 + PT1 + PT2	PR1	PR2	PR3	0.36849999999999999	0.36280000000000001	0.3594	0.36840000000000001	0.35920000000000002	0.37290000000000001	0.3654	0.3619	
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