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1. Introduction
In the RAN#94 e-meeting, a new SI to study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface had been approved [1], its objectives are given in the Appendix. In the RAN1 #109-e meeting [2], sub use cases and potential specification impacts for beam management have been discussed and the following agreements have been achieved:
	Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range
Agreement
Regarding the sub use case BM-Case2, the measurement results of K (K>=1) latest measurement instances are used for AI/ML model input:
· The value of K is up to companies
Agreement 
Regarding the sub use case BM-Case2, AI/ML model output should be F predictions for F future time instances, where each prediction is for each time instance. 
· At least F = 1
· The other value(s) of F is up to companies
Agreement 
For the sub use case BM-Case2, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at Network side
· Alt.2: AI/ML inference at UE side
Agreement 
For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at Network side
· Alt.2: AI/ML inference at UE side


[bookmark: _Ref129681832]
This paper will further discuss AI/ML schemes that can be used for the sub use cases, the composition of set A and set B and propose a possible harmonization for the further study of the different sub use cases.
2. Further discussion of BM-Case 1 and BM-Case 2
In the agreements from last meeting, FFSs have been identified on the details for BM-Case 1 (spatial domain beam management) and BM-Case 2 (temporal domain beam management). These FFS are discussed in this section.
There is also an FFS about other use cases. In our view, including more sub-use cases than BM-Case 1 and BM-Case 2 will overload the RAN1 capacity and should therefore be de-prioritized:
[bookmark: _Ref111249845]Proposal 1: RAN1 should focus on the evaluation of BM-Case 1 and BM-Case 2. Other use cases should not be included.
For AI/ML based BM, the AI/ML related operations can be located at either the UE side or at the Network [3] which in the following is described for BM-Case 1 and BM-Case 2. 
2.1 Detailed scheme for BM-Case 1
Network-side operation mode
The procedure for Network-side AI/ML BM is shown in Figure 1 below where the AI/ML model training and inference are both performed at the gNB side. During the training phase, the Network sweeps all of the potential beams so that the UE can determine the optimal beam ID. For facilitating the collection of training-inputs, the UE feedbacks the RSRPs of a small set of sparse beams along with the corresponding optimal beam ID obtained from the full set of swept beams. The Network collects these training-inputs (i.e., RSRP of small set of beams and the optimal beam ID) from multiple UEs within the coverage area. For the model training phase, the collected RSRPs and the optimal beam ID are used for training cell-specific AI/ML models. After the model training has been completed, for the model inference phase, the Network only needs to sweep beams from the small set of sparse beams for SSB sweep. Then, the UE measures the swept SSB beams and feedbacks the corresponding RSRPs to the Network which inputs them to an AI/ML model which infers the Top-K narrow beams that will be swept for determining the final optimal narrow beam. The small set of beams used for sparse beam sweeping is configured by the Network. 
[image: ]
[bookmark: _Ref111243712]Figure 1.  Procedure for Network-side AI/ML spatial domain BM

UE-side operation mode
The procedure for UE-side AI/ML BM is shown in Figure 2 where the AI/ML model training and inference are both at the UE side. 
During the training phase, the Network sweeps all of the potential beams from which the UE can determine the optimal beam ID as the training label. In addition, the UE needs the information about the Network’s Tx beam pattern (including the number and index of beams) that will be used during the inference phase, so that the UE can pick out the RSRPs for the small sub-set of beams that will be swept in P-1 sweeping. The RSRPs and the corresponding optimal beam ID compose the training-inputs for AI/ML model training. After the model training is done, the Network only needs to sweep a small set of beams during P-1 sweeping. The UE measures the P-1 beams, and inputs the measurement results to the AI/ML model to derive the IDs of the Top-K beams. The UE feedbacks the IDs of the inferred Top-K narrow beams to the Network which then sweeps these reported candidates and the UE determines the optimal beam ID which then will be reported back to the Network.
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[bookmark: _Ref111243731]Figure 2.  Procedure for UE-side AI/ML spatial domain BM 
Based on the above discussion we make the following proposal:
[bookmark: _Ref111249883]Proposal 2: AI/ML-based BM-Case 1, RAN1 studies further 
· The AI/ML model is implemented with one-sided operation, i.e. training and inference are performed at the same side
· For training, the UE can receive the RSRPs for a sparse Set B and as label the optimum beam ID from Set A
· For inference, the AI/ML model can use the RSRSPs for a sparse Set B as input and infers the Top-K beams that will be used for final beam selection.
2.2 Detailed scheme for BM-Case 2
Network-side operation mode
Figure 3 presents the procedure of Network-side AI/ML for temporal domain beam prediction. Accordingly, the Network sweeps all of the potential beams and the UE determines the optimal ID for each time duration. However, the training phase is quite different from the spatial domain BM: while the training inputs are still the reported RSRPs from the UE for each time duration in the observation window, the training labels are the optimal beam IDs for each time duration in the prediction window. After training, in the inference phase, the AI/ML is supposed to receive the RSRPs from the N sparse beam sweeps during the observation window. Therefore, the UE needs to feed back the corresponding RSRPs to the gNB in a timely manner so that the gNB can collect this historical information. The AI/ML model is then inferring the M Top-K sub-sets of narrow beams for the prediction window, which will be swept to determine the optimal narrow beams to be used. 
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[bookmark: _Ref111243760]Figure 3.  Procedure for Network-side AI/ML temporal domain BM
It is worth noting that for the temporal domain beam prediction, the Network could configure the UE to directly sweep the Top-K narrow beams without performing sparse beam sweeping in the prediction window. Consequently, latency and overhead of beam sweeping can be reduced with a small value of K. 
UE-side operation mode
The UE-sided AI/ML operation of temporal domain BM is shown in Figure 4, which indicates that the AI/ML is both trained and infers at the UE side.
Firstly, for training, the Network will sweep all beams and the UE would determine the optimal beam ID for each time duration continuously. Moreover, assuming that the sparse beam sweep pattern has already been synchronized with the UE, the UE will then train the AI/ML model accordingly based on the design of the observation and prediction window. In the inference phase, the UE side will collect channel response information for N time durations to infer M sets of Top-K beam IDs to be used in the prediction window, while in each time duration in the prediction window, there is no significant difference from spatial domain and temporal domain operation.
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[bookmark: _Ref111243775]Figure 4.  Procedure for UE-side AI/ML temporal domain BM

Based on the above discussion, we make the following proposal:
[bookmark: _Ref111249892]Proposal 3: AI/ML-based BM-Case 2, RAN1 studies further
· The AI/ML model is implemented with one-sided operation, i.e. training and inference are performed at the same side
· For training, the AI/ML model can use as input N sets of RSRPs from N sparse Set B of historical information from the observation window and M optimum beam IDs as labels for the prediction window
· For inference, the AI/ML model can use input N sets of RSRPs from N sparse Set B of historical information from the observation window and infers M sets of Top-K beams to be used for final beam selection in the prediction window
3 Composition of Set A and Set B
In last meeting, the definitions of Set B and Set A for spatial domain beam prediction were agreed to be studied further according to following conclusion for BM-Case 1:Conclusion: 
For the sub use case BM-Case1, consider the following alternatives for further study:
· Alt.1: Set B is a subset of Set A
o   FFS: the number of beams in Set A and B
o   FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.2: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
o   FFS: the number of beams in Set A and B
o   FFS: QCL relation between beams in Set A and beams in Set B
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The narrow and wide beam terminology is for SI discussion only and have no specification impact
· Note3: The codebook constructions of Set A and Set B can be clarified by the companies.

According to our evaluation results [4] for different setups of the Set A and Set B, both alternatives can be considered and they can achieve a considerable performance with significant overhead reduction. 
Comparing Alt.1 and Alt.2, we have observed in [4] that Alt.1 can outperform Alt.2 with the same simulation setup. Moreover, for Alt.1, we find that the Set B with a fixed pattern can achieve better performance than random patterns. We are therefore making the following proposals:
[bookmark: _Ref111249907]Proposal 4: For BM-Case 1, for the definition of Set B and Set A, both Alt.1 and Alt.2 can be considered but detailed analysis and comparisons should be provided.
· Alt.1: Set B is a subset of Set A
· Alt.2: Set A and Set B are different
[bookmark: _Ref111249934]Proposal 5: For BM-Case 1, for the definition of Set B and Set A, for Alt. 1, a fixed pattern can be regarded as the starting point. 

Similar to the conclusion in spatial domain, also for the temporal domain beam prediction, a conclusion has been agreed regarding the definition of Set A and Set B:Conclusion
For the sub use case BM-Case2, further study the following alternatives with potential down-selection:
· Alt.1: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· FFS: QCL relation between beams in Set A and beams in Set B
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.3: Set A and Set B are the same
· Note1: Predicted beam(s) are selected from Set A and measured beams used as input are selected from Set B.
· Note2: It is up to companies to provide other alternative(s)
· Note3: The narrow and wide beam terminology is for SI discussion only and have no specification impact

[bookmark: _Ref111218034]Considering that overhead reduction is one of the original purposes to implement AI/ML for beam management, Alt.3 cannot achieve this target as clearly as the other two alternatives, since it considers full beam sweep which requires high overhead in observation window for historical information collection. Alt.3 could therefore be treated with lower priority.
It is worth noting that companies have mentioned that when Alt.1 and Alt.2 are considered, the reliability of the intermediate communication between the gNB and the UE from the spatial domain beam management perspective in the observation phase is hard to be guaranteed. In our understanding, as the performance of AI/ML-based spatial domain beam prediction based on the sparse beam pattern has been verified in [4], we can consider using the same sparse beam pattern for both spatial domain and temporal domain beam predictions. During the observation phase, the sparse beam corresponded L1-RSRPs can be regarded as the input for spatial domain beam prediction to ensure the intermediate beam prediction. It can at the same time also be used as historical information being fed into AI/ML for temporal domain beam prediction. Therefore, the intermediate communication can be guaranteed with the assist of spatial domain beam prediction during the observation phase of temporal domain beam prediction.
Regarding Alt.1 and Alt.2 from the conclusion, according to our preliminary results in [4], AI/ML-based Alt. 2 can achieve a better performance with the same overhead. 
The above analysis motivates the following proposals:
[bookmark: _Ref111249939]Proposal 6: For BM-Case 2, to provide sufficient flexibility for the AI/ML design, the selection of Set B can be:
· Alt.1: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
[bookmark: _Ref111218047]Proposal 7: If Set B consists of sparse beams, temporal domain operation can be considered to support future time beam prediction, and another method (e.g., AI/ML-based spatial domain beam prediction) can be applied for determining the beam of current time.  

4 Harmonizing the study of BM-Case 1 and BM Case 2
Unified evaluation of spec impact, performance and feasibility
Regarding the AI/ML input for both spatial domain and temporal domain beam prediction, two conclusions have been reached last meeting:Conclusion
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
·  Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.
Conclusion 
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx  beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.

On our view the further study related to the two conclusions can be merged. Accordingly, we have the following proposal:
Alternative 1 is very simple and gives already a large degree of design freedom. It can be used together with different variants of Set A and Set B. Also, different configuration of the inference durations can be evaluated. Alternatives 2, 3 and 4 can add more flexibility, but will also make the evaluation more complex. For example, for Alt2, the Tx/Rx beam shape information would be proprietary and may not be shared to the other side and for Alt3 and Alt 4 more spec impact may be needed regarding awareness of the gNB Tx beam configurations at the UE. In our view Alternative 1 should therefore be used as a baseline, but companies could still report to use other information on top of the RSRPs at this stage.
[bookmark: _Ref111218069][bookmark: _Ref111250007]Proposal 8: For input to the AI/ML model, to study the spec impact, performance gain and feasibility
· Consider Alt1 as baseline since it is simple and can already provide considerable performance. 
· Companies may report other input to the AI/ML model according to Alt 2, 3 or 4

Unified one-sided operation
Network-side AI/ML beam prediction in the spatial domain could work in the collaboration level without AI/ML model exchange over the air-interface, i.e., level 1 in [3], and signaling enhancement such as additional feedback of RSRP, etc., is required.
In contrast, UE-side AI/ML beam prediction would generally face more issues compared to the Network-side operation mode. As for the AI/ML model for beam prediction, it is essential to represent the mapping relationship between Tx sweeping beams and the optimal narrow beam, therefore information about the gNB’s Tx configuration (e.g., the Tx beam pattern) is required for model training. This information is inherently available at the gNB, but may be absent for the UE. The performance for AI/ML model training at the UE side might not be guaranteed if the information about Network’s transmitted beams is absent. As a result, the AI/ML model may need to be trained at Network side and is then delivered to the UE. It can either be shared to the UE in an offline manner as described earlier, or delivered to the UE under the collaboration level with AI/ML model exchange via air-interface, i.e. level 2 in [3]. For the former way, the AI/ML model may be difficult to adapt to various scenarios, while for the latter way, it faces the AI/ML model representation format (MRF) issue and also the model delivery overhead issue as mentioned in [3]. Both issues should be avoided in our view.
[bookmark: _Ref111249836]Observation 1: Network-side AI/ML beam management with the AI/ML model both trained and inferred at gNB side can operate under the collaboration level without AI/ML model exchange over the air-interface.
In our view, if AI-models with one-sided operation are supported, then both BM-Case 1 and BM-Case2 should be operated at the same side:
[bookmark: _Ref111250015]Proposal 9: For further study of BM-Case 1 and BM-Case 2, 
· The same one-sided operation is supported, i.e. training and inference are performed at the same side for both BM-Case 1 and BM-Case 2

Multiple sizes of set A
It has been observed in [4] that different sizes of set A are beneficial for different targets, a smaller set A can result in significant overhead reductions, while a larger set A can increase the system performance. Both are important enhancements. We are therefore making the following proposal:  
[bookmark: _Ref111250049]Proposal 10: For the evaluation of beam prediction, RAN1 should study multiple sizes of Set A to improve beam management related system performance and overhead KPIs, e.g. to improve the achievable coverage over the legacy baseline.



Common spec impact in both BM-Case 1 and BM-Case 2
In addition to the analysis of the FFS topics related to spec impact in the RAN1 #109-e session note [5], there are still other issues that need to be clarified AI/ML-based beam management. For both Network-side and UE-side AI/ML models, the feedbacks during training and inference stages should be clarified, and the signaling between Network and UE should be discussed. 
We are therefore making the following proposal:
[bookmark: _Ref111250066]Proposal 11: Study potential specification impact for AI/ML-based beam prediction considering the following aspects:
· AI/ML model training procedure
· Enhancement for RSRP report and beam ID report for inference
5. Conclusions
In this paper we discussion AI/ML-based beam management and are making the following observation and proposal:
Observation 1: Network-side AI/ML beam management with the AI/ML model both trained and inferred at gNB side can operate under the collaboration level without AI/ML model exchange over the air-interface.
Proposal 1: RAN1 should focus on the evaluation of BM-Case 1 and BM-Case 2. Other use cases should not be included.
Proposal 2: AI/ML-based BM-Case 1, RAN1 studies further 
· The AI/ML model is implemented with one-sided operation, i.e. training and inference are performed at the same side
· For training, the AI/ML model can receive the RSRPs for a sparse Set B and as label the optimum beam ID from Set A
· For inference, the AI/ML model can use the RSRSPs for a sparse Set B as input and infers the Top-K beams that will be used for final beam selection.
Proposal 3: AI/ML-based BM-Case 2, RAN1 studies further
· The AI/ML model is implemented with one-sided operation, i.e. training and inference are performed at the same side
· For training, the AI/ML model can use as input N sets of RSRPs from N sparse Set B of historical information from the observation window and M optimum beam IDs as labels for the prediction window
· For inference, the AI/ML model can use input N sets of RSRPs from N sparse Set B of historical information from the observation window and infers M sets of Top-K beams to be used for final beam selection in the prediction window
Proposal 4: For BM-Case 1, for the definition of Set B and Set A, both Alt.1 and Alt.2 can be considered but detailed analysis and comparisons should be provided.
· Alt.1: Set B is a subset of Set A
· Alt.2: Set A and Set B are different
Proposal 5: For BM-Case 1, for the definition of Set B and Set A, for Alt. 1, a fixed pattern can be regarded as the starting point. 
Proposal 6: For BM-Case 2, to provide sufficient flexibility for the AI/ML design, the selection of Set B can be:
· Alt.1: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
Proposal 7: If Set B consists of sparse beams, temporal domain operation can be considered to support future time beam prediction, and another method (e.g., AI/ML-based spatial domain beam prediction) can be applied for determining the beam of current time.  
Proposal 8: For input to the AI/ML model, to study the spec impact, performance gain and feasibility
· Consider Alt1 as baseline since it is simple and can already provide considerable performance. 
· Companies may report other input to the AI/ML model according to Alt 2, 3 or 4
Proposal 9: For further study of BM-Case 1 and BM-Case 2, 
· The same one-sided operation is supported, i.e. training and inference are performed at the same side for both BM-Case 1 and BM-Case 2
Proposal 10: For the evaluation of beam prediction, RAN1 should study multiple sizes of Set A to improve beam management related system performance and overhead KPIs, e.g. to improve the achievable coverage over the legacy baseline.
Proposal 11: Study potential specification impact for AI/ML-based beam prediction considering the following aspects:
· AI/ML model training procedure
· Enhancement for RSRP report and beam ID report for inference
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Appendix - Objectives in WID
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.

Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 

AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

For the use cases under consideration:

1) Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.


2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.
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