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Introduction
In the RAN#94 e-meeting, a new SI to study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface had been approved [1]. In RAN1#109-e meeting [2], sub use cases and potential specification impact for CSI feedback enhancement has been discussed and the following agreement has been achieved. 
Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 

This contribution will further discuss the sub use case and the potential specification impact for CSI feedback enhancement.
Sub use cases
Except for spatial-frequency domain CSI compression using two-sided AI/ML model, there are some other sub use cases which have been discussed and the following conclusion has been made in the last meeting [3]. 
Conclusion
· Further discuss temporal-spatial-frequency domain CSI compression using two-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss improving the CSI accuracy based on traditional codebook design using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss CSI prediction using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss CSI-RS configuration and overhead reduction as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss resource allocation and scheduling as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss joint CSI prediction and compression as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion. 

Temporal-spatial-frequency domain CSI compression
Besides spatial and frequency domain, there are some correlations between channels over slots, which can be exploited to conduct further overhead reduction or throughput gain. In our companion contribution [4], the evaluation results show that temporal-spatial-frequency (SFT) domain CSI compression using two-sided model can achieve a remarkable throughput gain on top of spatial-frequency (SF) domain CSI compression. For SFT domain CSI compression, the AI/ML model can accumulatively store historical information from previous slots and use them to facilitate the compression/recovery of the current CSI. The historical information from previous slots can be regarded as accumulated CSI information and thus the feedback CSI in current CSI can be regarded as delta CSI information on top of the accumulated CSI information. Since SFT domain CSI compression can fully reuse the EVMs of SF domain CSI compression and require very little additional EVMs and additional specification impact, it can be regarded as an enhancement on top of the SF domain CSI compression with a minor effort but significant reword.
CSI prediction
The theories behind CSI prediction and CSI compression in time domain are similar, both of which utilize the channel correlations in temporal domain to improve the performance. But different from the purpose of CSI compression in temporal domain which is to reduce the feedback overhead, CSI prediction is applied to predict a future channel with high accuracy. AI/ML-based CSI prediction can achieve better performance than the case without CSI prediction (using the nearest history CSI) as shown in our companion contribution [4]. As the EVM of CSI prediction is different from CSI compression, it will require relatively more efforts to discuss the specification impact and EVM. Therefore, the study of CSI prediction can be considered after the EVM is clearer.
Joint CSI prediction and compression
The benefits of joint CSI prediction and compression over two separate procedure including CSI prediction and CSI compression are not clear. This sub use case can be studied after separately performing the study of CSI compression and study of CSI prediction.
One-sided model based on traditional codebook
It seems this sub use case can be achieved by implementation and we don’t see strong necessity to study it in this SI unless more details are revealed.
Other sub use cases
The other sub use cases are not really belonging to CSI feedback enhancement. Considering the work load, the other sub use cases should be deprioritized.
Proposal 1: For AI/ML-based CSI feedback enhancement, study temporal-spatial-frequency domain CSI compression using two-sided AI/ML model. 
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In last RAN1 meetings, potential specification impact for CSI feedback enhancement has been discussed from several aspects, but no consensus has been reached. In this section, we will further discuss the potential specification impact for CSI feedback enhancement.
Training procedure for CSI compression
0. Training methods for CSI compression using two-sided AI/ML model
During last RAN1 meeting, the following proposal had been discussed [3]. 
Proposal 3.1.1.2-2: In CSI compression using two-sided model use case. The following offline AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model with model transfer to UE
· Type 2: Joint training of the two-sided model with model transfer to NW
· Type 3: Joint training in offline engineering with multi-vendor agreements. No model transfer is required after deployment.
· Type 4: Separate training at UE side and NW side for CSI feedback generation model / CSI reconstruction model respectively. 
· FFS: Model fine tuning.
Proposal 3.1.1.2-3: In CSI compression using two-sided model use case, the study of the following online AI/ML model training collaborations is not precluded: 
· Joint training between network and UE via split learning.  
· Note: Further update might be needed depending on the online training definition in general agenda. 

Since the terminologies of “online/offline training” are not clear and agreed, we reformulate the training collaborations by removing the description of “online/offline training” as following. The pros and cons of the 4 types are discussed in our companion contribution for the AI/ML framework [5].
· Type 1: On-network training with model transfer to UE 
· Type 2: On-UE training with model transfer to network
· Type 3: Joint training across network and UE without model transfer 
· Type 4: Separate training at network and UE without model transfer 
The explanation of each type and the specification impact are analyzed in below.
Type 1: On-network training with model transfer to UE 
For Type 1, the two-sided AI/ML model is trained at network and then the trained UE-side CSI generation part is transferred from network to UE. The potential specification impact for Type 1 may include the following aspects:
· AI/ML model transfer
As mentioned in the table, the MRF has to be specified for supporting model transfer from network to UE so that the UE part developed by the network vendor can be delivered to the UE which may operate the AI/ML model with a different hardware/software environment. The representation of the model format may include: the description of the structure, the description of the parameters of each neuron, the needed pre-processing/post-processing, etc. The specification impact includes the related procedure to complete the model transfer and the signalling to describe the AI/ML model format.
· How to resolve the compatibility issue
From the model development perspective, some specific optimization for hardware/software environment would be performed to accelerate the execution of some certain AI/ML structure. However, as the hardware/software environment for operating the model is generally proprietary, the network vendor and UE vendor will probably not exchange such information during the development phase. Thus the CSI generation part developed by the network vendor may face the compatible issue after it has been delivered to the UE side for inference, causing large inference latency. Some specification impact may be needed to align the compatibility on AI/ML model structure between network and UE before the UE perform the inference on the transferred AI/ML model.
Type 2: On-UE training with model transfer to network
For Type 2, the two-sided AI/ML model is trained at UE and then the trained network-side CSI reconstruction part is transferred from UE to network. Similar to Type 1, the potential specification impact includes the procedure and signaling for supporting AI/ML model transfer, as well as how to resolve the compatibility issue for the AI/ML model inference at network.
Type 3: Joint training across network and UE without model transfer 
The theory of the training for Type 3 is similar as Type 1 and Type 2, which processes one forward propagation (FP) and back propagation (BP) loop across the UE-side CSI generation part and the network-side CSI reconstruction part. The difference is that Type 3 does not need to perform model transfer via air-interface, thus the compatibility issue on hardware/software and AI/ML model MRF issue can be avoid. However, the FP information (e.g., the compressed CSI) and the BP information (e.g., the gradients information) is required to be exchanged between network and UE. 
The potential specification impact for Type 3 under distributed manner is FP/BP information exchange. If such exchange is via air-interface, e.g., the signaling to carry the gradients and the procedure to complete the iterations of FP/BP information exchange across network and UE. In addition, the dataset of the target CSI labels for supporting the training has to be aligned between network and UE, so how to share the dataset from one side to the other may also lead to specification impact.
Type 4: Separate training at network and UE without model transfer 
Different from Type 3, the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE and network, respectively, in their own FP & BP loops, and the main procedure of Type 4 is illustrates in Figure 1, including following steps: 
· Step 1, network trains a two-sided AI/ML model, which includes a CSI generation part and a CSI reconstruction part with dataset#1 of original CSI, . Note that the network-side CSI generation part is used only for training but will not be deployed for inference.
· Step 2, network side shares the dataset#2 to UE side. The dataset#2 contains both input () and output (CSI feedback, ) of the network-side CSI generation part.
· Step 3, UE trains a UE-side CSI generation part using the dataset#2, with the training input as  and the loss function generated as , where  is the output of UE-side CSI generation part. The output of the network-side CSI generation part, , is regarded as labels for the UE-side CSI generation part.
· Step 4, the network-side CSI reconstruction part at Step 1 and UE-side CSI generation part in Step 3 can be separately deployed for joint inference. 
Once the training at UE is finished, the output of the UE-side CSI generation part will be close to the output of the network-side CSI generation part used in Step 1 under the same input for them, so the network-side CSI reconstruction part can recognize the output of the UE-side CSI generation part and accurately recover the target CSI accordingly. For Type 4, the UE-side CSI generation part is designed and trained by the UE with UE-side FP/BP iterations, and the network-side CSI reconstruction part is designed and trained by network with network-side FP/BP iterations. The design of the network-side CSI reconstruction part and the UE-side CSI generation part can therefore be kept proprietary.
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[bookmark: _Ref109739396]Figure 1 Procedure of separate training for CSI compression
There is an alternative mode for Type 4 which is symmetric to the above mode: UE trains a two-sided AI/ML model and shares the dataset#2’ including the input and output of the UE-side CSI reconstruction part, then network trains a network-side CSI reconstruction part based on dataset#2’. The potential specification impact of the two modes are similar.
The Type 4 may face the issue of suboptimal performance compared with joint training and the issue of overhead due to dataset transmission. In our companion contribution [4], the evaluation results have shown that there is only minor margin (<0.4%) between the performance of the separate training and the performance of the joint training even when the UE-side CSI generation part has a different structure with the network-side CSI generation part; in addition, the overhead of training dataset can be reduced significantly by using some quantization methods such as Rel-16 Type II-like codebook generation method with larger than legacy parameters to achieve higher resolution.
The potential specification impact for Type 4 is the training dataset transmission between network and UE.
Based on the above discussion, we make the following proposal.
Proposal 2: Study the potential specification impact for following training types:
· Type 1: On-network training with model transfer to UE
· Type 2: On-UE training with model transfer to network
· Type 3: Joint training across network and UE without model transfer, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained in one forward propagation (FP) & backward propagation (BP) loop with necessary gradients exchange
· Type 4: Separate training at network and UE without model transfer, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE and network, respectively, in their own FP & BP loops
0. Obtainment of training labels
For Type 1/3/4, network-side model training is required. Then a question raised on how network obtains the training dataset, i.e., the original/ground-truth CSI. Several options are analyzed in the following.
· Option 1: Use the ground-truth CSI from simulation platform or test field
· Option 2: Use the ground-truth CSI of realistic UL channels measured by network
· Option 3: Use the ground-truth CSI of realistic DL channels measured by UE and reported to network
From the evaluation results for generalization in our companion contribution, when an AI/ML model trained under Scenario#A dataset but applied to Scenario#B for inference, the performance are degraded if the two scenarios have different channel characteristics. In general, the channel characteristics from simulation platform/test field and realistic network are not the same, thus Option 1 may not adapt well to the diverse and varying realistic scenarios.
Option 2 works if the UL channel and DL channel are fully reciprocal. However, as a high prioritized applicable case for CSI feedback, the FDD system generally cannot provide good reciprocity between UL channel and DL channel.
Option 3 can make use of the realistic data to better adapt to the realistic scenarios, while it requires the ground-truth CSI report from UE to network. To take the role of labels, the ground-truth CSI has higher resolution than the legacy PMI. How to quantize the ground-truth CSI and feedback to the network needs to be studied; in addition, the overhead for constructing the dataset needs to be studied. 
A potential way to combine the above options is that Option 1 can be used to train a basic AI/ML model and Option 3 can be used to fine-tune the AI/ML model to fit the diverse and varying environment.
Therefore, the potential specification impact for obtainment of training labels may include how to enable network to obtain the ground-truth CSI from the realistic network as training labels. In addition, for Type 4, obtainment of training labels also includes obtaining the training dataset for UE-side CSI generation part, as analyzed in previous section.
Proposal 3: Study the potential specification impact on enabling network to obtain the ground-truth CSI from the realistic network as training labels for the AI/ML based model training at network.
Configuration and content for model input/output
In the last RAN1 meeting, the potential specification impact for configuration and content of model input/output have been discussed. Different from the legacy codebook which has physical meanings and is specified with a generation procedure, the AI/ML-based codebook is the output of the AI/ML model, so the specific AI/ML model to generate the codebook belongs to the implementation and does not need to be specified. The potential specification impact for an AI/ML-based CSI feedback codebook may include the following aspects.
· The configuration/dimension of the input and output of CSI compression, such as antenna configurations, sub band configurations and feedback bit configurations. The type of the model input, e.g., whether the model input is eigenvector or channel matrix. These information can be explicitly or implicitly indicated.
· Pre-processing and post-processing of the input and output for CSI compression. Pre-processing and post-processing may include dimension adaptation for input samples to match the input dimension of AI/ML model. For Type 1/2, pre-processing/post-processing methods may have to be transferred in together with AI/ML model; for Type 3/4, pre-processing/post-processing methods may have to be explicitly or implicitly indicated to the other side. Post-processing and pre-processing also include quantization/dequantization. Different quantization methods may have different specification impacts. E.g., the supported quantization/dequantization method, e.g., scalar quantization or vector quantization, and the procedure and signalling for aligning the specific quantization/dequantization method.
Proposal 4: Study the potential specification impact for configuration and content of AI/ML model input/output for CSI compression. 
Proposal 5: Study the potential specification impact for the alignment of pre-processing and post-processing approaches between network and UE.
Proposal 6: Study the potential specification impact for the quantization/dequantization method for the compressed CSI.
Life cycle management for AI/ML-based CSI feedback
As discussed in our companion contribution for the AI/ML framework [5], AI/ML model monitoring plays an important role in life cycle management to identify a potential mismatch between the AI/ML model and the environment to avoid AI/ML model inference failure(s). For AI/ML-based CSI feedback, AI/ML model monitoring can be performed at either the UE side or gNB side. But in order to monitor and control the overall performance of a cell, the gNB should take responsibility for making decision on enabling/disabling the AI/ML model.
As discussed in [5], the monitoring metric can be intermediate results or the final KPI. For AI/ML-based CSI compression, an example of the intermediate result is the GCS between the target CSI and the recovered CSI, and an example of the final KPI is the throughput. If the GCS is monitored at the UE side, it may need to report the monitoring results to the gNB. If GCS is monitored at the gNB side, it may ask the UE to feedback the ground-truth CSI labels which are similar to the training procedure. In order to assess the throughput, co-existence of the AI/ML mode and the legacy non-AI/ML mode is needed to compare the throughputs between the AI/ML mode and the legacy mode.
Although the average performance of the AI/ML-based CSI feedback is higher than that of Rel-16 Type II codebook, we also observe that the per sample performance of AI/ML-based CSI feedback may occasionally be worse than Rel-16 Type II codebook for some samples. Then, if it can be found that the performance of the AI/ML-based scheme is lower than that of the Rel-16 scheme in a real-time or near-real-time manner, and fallback to the Rel-16 scheme from the AI/ML-based scheme in time, it is expected to obtain a better overall performance in CSI feedback.
In addition, dataset collection, model switching and model updating may also have some potential specification impacts, as analyzed in our companion contribution [5]. 
Proposal 7: Study the potential specification impact for life cycle management for AI/ML-based CSI feedback, including dataset collection, model monitoring, model switching, and model updating. 
Proposal 8: Study the potential specification impact for the co-existence between AI/ML mode and legacy non-AI/ML mode.
Conclusions
In this contribution, we discussed the potential specification impact and the considerations of sub use cases for CSI feedback enhancement. Based on the discussions, we have the following proposals.
Proposal 1: For AI/ML-based CSI feedback enhancement, study temporal-spatial-frequency domain CSI compression using two-sided AI/ML model. 
Proposal 2: Study the potential specification impact for following training types:
· Type 1: On-network training with model transfer to UE
· Type 2: On-UE training with model transfer to network
· Type 3: Joint training across network and UE without model transfer, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained in one forward propagation (FP) & backward propagation (BP) loop with necessary gradients exchange
· Type 4: Separate training at network and UE without model transfer, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE and network, respectively, in their own FP & BP loops
Proposal 3: Study the potential specification impact on enabling network to obtain the ground-truth CSI from the realistic network as training labels for the AI/ML based model training at network.
Proposal 4: Study the potential specification impact for configuration and content of AI/ML model input/output for CSI compression. 
Proposal 5: Study the potential specification impact for the alignment of pre-processing and post-processing approaches between network and UE.
Proposal 6: Study the potential specification impact for the quantization/dequantization method for the compressed CSI.
Proposal 7: Study the potential specification impact for life cycle management for AI/ML-based CSI feedback, including dataset collection, model monitoring, model switching, and model updating. 
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References
RP-213599, “New SI: Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface”, RAN#94e, December 2021.
RAN1 Chairman’s notes, RAN1#109-e, May 9-20, 2022.
R1-2205556, “Summary #2 on other aspects of AI/ML for CSI enhancement”, RAN1#109e, Moderator (Apple), May 2022.
R1-2205890, “Evaluation on AI/ML for CSI feedback enhancement”, RAN1#110, Huawei, HiSilicon, August 22 – 26, 2022.
R1-2205889, “Discussion on general aspects of AI/ML framework”, RAN1#110, Huawei, HiSilicon, August 22 – 26, 2022.
image1.png
NW side

@ Training @ NW

CsI V.
reconstruc|— Ut

tion part
deployment

UE side

@) Training @ UE side

CsI
reconstruc|
tion part

Input/output
(Vin, V)





