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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In RAN1 meeting 110e, some agreements have been reached on the general aspects of AI/ML. The following agreements and conclusions were extracted from the Chair’s note [1] and the feature lead’s summary of discussions [2] (Note: administrative decisions were not included here). Agreements:
Use 3gpp channel models (TR 38.901) as the baseline for evaluations. 
Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models

Working Assumption 
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.
(Note: the table of working list of terminologies is omitted here)

Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.
Observation
Where AI/ML functionality resides depends on specific use cases and sub-use cases.
Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.

Agreements:
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 

[bookmark: _Ref129681832]
In fact, during meeting 109e, many topics have been discussed but, as we can see, not much has been agreed upon. In this contribution, we continue the discussions of the topics and present our views on the following topics.
· Definitions of Terminologies
· High-level Principles 
· Collaboration levels between UE and gNB
· Common aspects of performance evaluation and AI/ML datasets
· Multi-Vendor Operation
[bookmark: _Hlk110330641]Definitions of Terminologies
During meeting 109e, there was general agreement on wanting to agree on some terminologies as most people felt that there is an imminent need to agree on core terminologies to efficiently progress other aspects of the discussion. At the end of the discussion, the FL proposed a list of working terminologies to be used for RAN1 AI/ML air interface SI discussion. These terminologies may be further refined, and new terminologies may be added as the study progresses.
There are also some terminologies that were not included for approval due to lack of consensus. These include online training, offline training, On-UE training, On-network training, model deployment, model update etc. In this contribution, we would like to further discuss some of the important terminologies, such as online/offline training. 
During Meeting109e, most companies believe online and offline trainings can be differentiated by three factors. 
1. Timing: real-time vs non-real-time (but it is hard to define real-time/non-real-tine/near real-time); 
2. Training and inference location: some companies believe that to qualify as online training, training needs to happen in the same node as inference. 
3. Training dataset: whether the data being used for training should be fresh or may be stale. 
Most companies agreed that the first two factors are important. However, we believe what is equally important is whether the model currently being used for inference is being updated (typically in a continuous fashion) with fresh data (typically collected in near real-time). Our view was supported by multiple companies during meeting 109e.
As an example, even if training and inference are on the same node, the training process can still be considered as “offline” if the node has enough capacity to save sufficient historical data, then (re)train/update the model based on performance monitoring outcome during non-busy hours without immediately impacting the model being used for inference.  
In short, the key difference between online and offline training is about whether the training data is fresh enough (we can argue about real-time and non-real time), but not about where the training occurs, although it will be helpful (in terms of timing) if training and inference happen at the same node. 
Regarding the definition of transfer learning, the term typically refers to transferring the knowledge gained while solving one problem and applying it to a different but related problem. There are two aspects related to the transfer, namely domain and task. For example,
· inductive transfer learning refers to the case in which source and target domains are the same while tasks are different;
· transductive transfer learning refers to the case which tasks are similar while source and target domains are different.
From the above point of view, we feel the definition captured from RAN1#109e is a bit restrictive, covering only repurposing “pre-trained model” perspective (task) while in many cases the other problems could involve different domains, not just different tasks. We thus suggest using a more general description of “A machine learning method that reuses knowledge gained from solving one problem and applying the knowledge to a different but related problem”.
Our suggested definitions of online training, offline training, and transfer learning are listed in Table 1, where we also reworded the definitions of model registration, and model deployment, for clarity and readability purposes.

Table 1. Suggested Definitions of Terminologies
	Terminology
	The Definition of the Group/FL
	Our Definition

	Online Training 
	An AI/ML training process that is performed in the same node as model inference, based on newly collected data in (near) real-time.
FFS: definition of, and the need of defining, real-time 
FFS: whether the constraint of “performed in the same node as model inference” can be removed from the definition. 
FFS: potential relaxation in “newly-collected data” 
	An AI/ML approach where the model being used for inference is continuously being trained and/or updated using the data arriving in real-time or near real-time (typically in a sequential order). 

	Offline Training 
	An AI/ML training process that is performed in a different node from model inference, based on collected data in non-real time. 
FFS: definition of, and the need of defining, non-real time 
FFS: whether the constraint of “performed in a different node from model inference” can be removed from the definition. 
	An AI/ML training process that is performed based on (typically static) datasets collected in non-real time. 

	Transfer Learning 
	A machine learning method that reuses a pre-trained model as the starting point for a model on a new task. A model trained on one task is repurposed on a second, related task as an optimization that allows rapid progress when modelling the second task. 
	A machine learning method that reuses knowledge gained from solving one problem and applying the knowledge to a different but related problem

	Model Registration 
	The stage of assigning the model with a version identifier and make the model runnable via compilation to the specific hardware used in the inference stage 
	A process by which a model registers itself to the system within which it is expected to operate.  The information the model provides to the system may include its functionality, version number etc. 

	Model Deployment 
	Delivery of a fully developed and tested model runtime image to a target device/node (UE/gNB) from a source where the developed model runtime image is stored. There is an assumption that the model has already been tested for inference operation at the target device/node. 
	The initial transfer of model that is ready for inference. 



Observation 1: A major difference between online and offline training is about whether the training data is fresh enough, not about where the training occurs, although it will be helpful (in terms of timing) if training and inference happen at the same node.
Proposal 1: Adopt the definitions of online training, offline training, transfer learning, model registration, and model deployment as listed in Table 1.

[bookmark: _Hlk101772512]High-level Principles
To advance the discussion, it is necessary to setup some commonly agreed high-level principles (HLPs). Due to time constraints, although many HLPs have been proposed and discussed, only one has been approved during Meeting 109e, on the use of 3gpp channel models (TR 38.901) as the baseline for evaluations. 
Other HLPs proposed by the feature lead
During the meeting, the feature lead proposed the following HLPs at the end of the meeting. However, they were not approved by the group due to lack of consensus. 
1) Although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.
2) Where AI/ML functionality resides depends on specific use cases and sub-use cases.
3) AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion. RAN1 discussion should focus on network-UE interaction.
We believe the three HLPs proposed by the feature lead are reasonable and provide good guidance for advancing the discussion. We therefore propose the group to accept them as base HLPs.
Proposal 2: Adopt the high-level principle, “Although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.”
Proposal 3: Adopt the high-level principle, “Where AI/ML functionality resides depends on specific use cases and sub-use cases.”
Proposal 4: Adopt the high-level principle, “AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion. RAN1 discussion should focus on network-UE interaction.”

HLPs defined by RAN3 project FS_NR_ENDC_data_collect
[bookmark: _Hlk109998897]In addition to the above, RAN3 project FS_NR_ENDC_data_collect [3] defined a list of high-level principles and we believe the following principles can be adopted by RAN1 as its high-level principles to start with (re-grouped by categories).
1. The study should focus on 
1.1. AI/ML functionality and corresponding types of inputs/outputs. 
1.2. The analysis of data needed at the Model Training function from Data Collection
1.3. The analysis of data needed at the Model Inference function from Data Collection
2. The following items should be studied per use case 
2.1. The input/output and the location of the Model Training and Model Inference function.
2.2. Where AI/ML functionality resides within the current RAN architecture, depends on deployment and on the specific use cases.
2.3. The Model Training and Model Inference functions should be able to request, if needed, specific information to be used to train or execute the AI/ML algorithm and to avoid reception of unnecessary information. The nature of such information depends on the use case and on the AI/ML algorithm.   
3. The following items should be considered out of scope of RAN1
3.1. The aspects of how the Model Training function uses inputs to train a model
3.2. The aspects of how the Model Inference function uses inputs to derive outputs
4. An AI/ML model used in a Model Inference function has to be initially trained, validated and tested by the Model Training function before deployment.
5. Functional framework and high-level procedures defined in this study phase should not prevent from “thinking beyond” them during normative phase if a use case requires so.
6. User data privacy and anonymization should be respected during AI/ML operation. 

Observation 2: The RAN3 study item on Enhancement of Data Collection has developed a set of high-level principles for the application of AI/ML to the wireless systems. Many of the principles can be adopted directly for RAN1 as its high-level principles for RAN1 study.
Proposal 5: Adopt the RAN3-developed, high-level principles as listed in the above list (Item 1 to Item 6) for RAN1 study.

HLP on Model Generalization
Many companies brought proposals on the importance of investigating AI/ML model generalization performance as part of evaluation KPIs. As detailed evaluation assumptions belong to each use case agendas, the feature lead believed that the best place to capture this is as a high-level principle. Most companies (17/20) supported (or didn’t object) the feature lead’s proposal to capture this under the coverage of high-level principles, although a small number of companies (3/17) believed that this should be considered per use cases.
We agree that the detailed evaluation assumption belong to each use case. However, model generalization is an important topic for all the use cases while the scope may depend on solution deployment options which varies per use case. 

[bookmark: _Hlk110803709]Proposal 6: Study model generalization as one of the HLPs while leaving the details to each use case. 
Observation 3: For generalized deployment, the AI/ML model to be deployed was trained using data from a given scenario or scenario family. When being deployed, the model is expected to generalize to multiple scenarios or scenario families where the data availability situation could be different, e.g., sufficient data is available, only small amount of data is available or no data is available.
Proposal 7: For each use case, consider/discuss:
· Whether scenario-based, generalized, or both solution deployment option(s) should be supported.
· For scenario-based deployment, a subset of the data unseen during AI/ML model training from the same scenario should be used to verify AI/ML model generalization.  
· For generalized deployment, the situations of potential data availability in the target scenarios (or scenario families) should be discussed, e.g., sufficient data is available, only small amount of data is available or no data is available. The corresponding data generation strategy should be adjusted according to the assumed data availability situations.


Collaboration between UE and gNB
The collaboration between UE and gNB was the most heavily debated topic during Meeting 109e. At the end of the discussions, most companies supported a simplified version proposed by the feature lead and LGE, which classifies the collaboration levels based on the impact of signaling overhead. 
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level 0: No collaboration
1. Level 1: Signaling-based collaboration without model transfer
1. Level 2: Signaling-based collaboration with model transfer
Note: Other aspect(s) for defining collaboration levels is not precluded and will be discussed in later meetings.
On the other hand, some companies believed that the signaling-based approach is only one of the ways of classification and the aspect of gNB-UE interactions (single-side model or two-side model, referred to as interaction-based approach in the rest of this contribution) is more important so it should be considered as well. They pointed out the following issues of this simplified, signaling-based, approach.
1. It is not clear whether two-sided ML without model downloading belong to level 1 or level 2. 
2. Example shows joint inferencing as level 2, but model downloading is not needed when trained with multi-vendor agreement. 
3. The collaboration needed for one-sided or two sided will be very different. In general, complexity in two-sided model is much higher than in single-sided model. Therefore, the level of collaboration should be categorized by model transfer itself.
The key point here is that two-sided training/inference is much more complicated than its one-sided counterpart in the case where joint operation is needed in a multi-vendor situation.
To address these issues, they proposed the following simplified, interaction-based approach.
1. Level 0: no collaboration
2. Level 1: one-sided model  
3. Level 2: two-sided model
As a compromise to move forward, an intermediate agreement has been reached during the last online meeting, as below. 
Take the following network-UE collaboration levels as one aspect for defining collaboration levels 
1. Level x: No collaboration 
2. Level y: Signaling-based collaboration without model transfer 
3. Level z: Signaling-based collaboration with model transfer 
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings 
FFS: Clarification is needed for Level x-y boundary 

[bookmark: _Hlk101773520]Observation 3: Both signaling-based and interaction-based approaches are reasonable and they reflect different aspects of collaboration. However, and it would be hard to merge them and create a single-level classification. 
Based on this consideration, we propose a 2-tier approach to describe the collaboration levels in both aspects, as shown in Table 2.
Table 2. The proposed 2-tier classification of collaboration 
	Level
	Tier 1: Interaction
	Tier 2: Signaling

	0
	No collaboration
	No collaboration

	1
	One-sided model
	Signaling, but no model transfer

	2
	Two-sided model
	Signaling + model transfer



As an example, when we describe a model designed for CSI feedback use case, we can describe it as “Interaction Level 2, Signaling level 2”. This would indicate the model runs on both the gNB side and the UE side, it requires signaling exchanges and model transfer between UE and NW.
[bookmark: _Hlk101981284]Proposal 8: Adopt both signaling-based and interaction-based approaches and form a 2-tier classification description; the first level can be the interaction level and the second level can be the signaling level, as shown in Table 2. 

Common aspects of performance evaluation and datasets
During Meeting 109e, the following major topics related to evaluation and training dataset have been discussed. However, due to constraints of time, they were only discussed during the first round of the email discussions and no conclusions have been made. 
· Evaluation KPIs (related to performance, overhead, inference complexity, training complexity, security/privacy and etc.)
· Need of reference AI/ML models
· Disclosure of AI/ML models and training procedure
· [bookmark: _Hlk110248857]Whether to study based on agreed-upon evaluation assumptions and/or dataset
Evaluation KPIs
For the general aspect of evaluation KPIs, the feature lead proposed the following (Question-3.44)
Proposal: Consider the following list as common KPIs for evaluating performance benefits of AI/ML
· Performance
· Standalone AI/ML test performance
· Link and system level performance
· Generalization performance
· Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model exchange
· Inference complexity
· Computational complexity: FLOP
· Computational complexity for pre- and post-processing
· Memory usage: Mbit
· Model management complexity
· (Latency)
· (Power consumption)
· (Hardware requirement)
· Training complexity
· FLOP
· Number of iterations
· Convergence time
· Memory usage: Mbit
· Other aspects
· Security/privacy of user data
Note: Use-case specific KPIs may be additionally considered for the given use-case. 

This proposal was generally agreed upon by most companies, except some of the items that do not need to be standardized. For example, the training complexity was deemed unnecessary for offline training as it will be implementation specified (while online training complexity should be evaluated). In the following proposal, we also changed some wordings where we deem necessary and added a sentence in the note saying other KPIs are not precluded and may be added in the future. 

Proposal 9: Consider the following list as common KPIs for evaluating performance benefits evaluation strategies forof AI/ML-based solutions:
· Performance
· Standalone AI/ML test performance using intermediate KPIs
· Link and system level performance (if needed)
· Generalization performance
· Reliability (online learning)
· Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model exchange if applicable
· Inference complexity
· Computational complexity: FLOPs
· Computational complexity for pre- and post-processing
· Space complexity, e.g., MbytesMemory usage: Mbit
· Model management complexity
· (Latency)
· (Power consumption)
· (Hardware requirement)
· Online training complexity
· FLOPs
· Number of iterations
· Convergence time
· Memory usage: Mbyte Mbit
· Other aspects
· Security/privacy of user data
Note: Use-case specific KPIs may be additionally considered for the given use-case. 

Need of reference AI/ML models
There was a discussion in Meeting 109e on whether reference AI/MLs are needed for calibration and/or evaluation purposes. From the responses to the feature lead’s proposal below, we can see more companies believed reference models are not necessary than those believed it would be beneficial to use reference models for either calibration (Option 1) or both calibration and performance comparison (both Option 1 and 2).  
(Question-3.42) Proposal: on the need and usage of agreed-upon reference AI/ML model,
· Option 1: For calibration
· Option 2: For calibration and performance comparison
· Option 3: No need
Observation 4: It may take lengthy discussions for companies to agree on reference models and their hyper-parameters, even though it may be helpful in discussing the performance results across companies.
Proposal 10: Reference models are not necessary in current stage of study.

Disclosure of AI/ML models and training procedure
Questions raised when discussing how much companies should disclose on their models for evaluations and comparison. Two options were proposed by the feature lead and the voting results from companies are shown below.
	Option 1: 
	Voluntary disclosure of description (of model, training, hyperparameters, etc.)

	Option 2: 
	Voluntary disclosure of model file in a pre-defined model format (e.g. ONNX)

	Others
	



Observation 5: most companies believe the disclosure of the AI/ML model should be voluntary based and some companies believe pre-defined model format is necessary.
Proposal 11: The disclosure of the AI/ML model should be voluntary and how the model is described is up to the company which discloses it; pre-defined model format should not be required for such purpose. 

Agreed-upon evaluation assumptions and/or dataset
[bookmark: _Hlk110243875]Regarding whether the study should be based on agreed-upon evaluation assumptions and/or agreed-upon dataset, most companies believe that at least the evaluation assumptions needed to be agreed-upon, and many more companies lean to having both aspects agreed upon. The details are shown below.
(FL Question-3.38) Proposal: For evaluation studies, RAN1 study should be based on
A: agreed-upon evaluation assumptions
B: common agreed-upon dataset
	Options

	Option 1: Study based on A, no need to consider B

	Option 2: Study based on A, and may further consider B

	Option 3: Study based on both A and B

	Option 4: Study based on B, not A

	Others



Observation 6: Based on this survey, all companies believe that the evaluation assumptions (Option 1 to 3) needed to be agreed-upon, and more companies lean to having the common dataset agreed upon (Option 2 + Option 3)
Proposal 12: For performance evaluation, study based on both agreed-upon evaluation assumptions and common dataset, because this is the only option enables comparable comparison.

Multi-Vendor Operation

During meeting 109e, the topic of multi-vendor operation was proposed by a few companies. The feature lead made the following proposal (Question-3.10) but it didn’t get a chance to be thoroughly discussed due to constraint of time.
Study single-vendor and multi-vendor frameworks including procedures and signaling for enabling dual-sided joint (cross-node) ML that ensures a single ML-model on the UE side that is independent from the gNB ML-model, and a single ML model on the gNB side that is independent from the UE ML-model.
At high-level, we think the study of multi-vendor operation is necessary as both the UE side and the gNB side will have to learn some invariant representations that are agnostic to the counterpart’s models. On the other hand, the complexity associated with studying or developing such framework is huge and will impact use case developments and evaluation greatly. Therefore, we suggest that the discussion on this topic be kept at high level and be related to the discussion of UE-gNB collaboration levels.
Proposal 13: Companies are encouraged to discuss standards impact to support inter-operability where applicable for their proposed solution.

[bookmark: _Hlk99709641]Conclusions
In this contribution, we continue to present our views on common AI/ML characteristics and operations, covering definitions of terminologies, high-level principles, collaboration between UE and gNB, common aspects of performance evaluation and datasets. Based on the discussions in the previous sections, our observations and proposals are as follows.  

Definitions of Terminologies:
Observation 1: A major difference between online and offline training is about whether the training data is fresh enough, not about where the training occurs, although it will be helpful (in terms of timing) if training and inference happen at the same node.
Proposal 1: Adopt the definitions of online training, offline training, transfer learning, model registration, and model deployment as listed in Table 1.
Table 1. Suggested Definitions of Terminologies
	Terminology
	The Definition of the Group/FL
	Our Definition

	Online Training 
	An AI/ML training process that is performed in the same node as model inference, based on newly collected data in (near) real-time.
FFS: definition of, and the need of defining, real-time 
FFS: whether the constraint of “performed in the same node as model inference” can be removed from the definition. 
FFS: potential relaxation in “newly-collected data” 
	An AI/ML approach where the model being used for inference is continuously being trained and/or updated using the data arriving in real-time or near real-time (typically in a sequential order). 

	Offline Training 
	An AI/ML training process that is performed in a different node from model inference, based on collected data in non-real time. 
FFS: definition of, and the need of defining, non-real time 
FFS: whether the constraint of “performed in a different node from model inference” can be removed from the definition. 
	An AI/ML training process that is performed based on (typically static) datasets collected in non-real time. 

	Transfer Learning 
	A machine learning method that reuses a pre-trained model as the starting point for a model on a new task. A model trained on one task is repurposed on a second, related task as an optimization that allows rapid progress when modelling the second task. 
	A machine learning method that reuses knowledge gained from solving one problem and applying the knowledge to a different but related problem.

	Model Registration 
	The stage of assigning the model with a version identifier and make the model runnable via compilation to the specific hardware used in the inference stage 
	A process by which a model registers itself to the system within which it is expected to operate.  The information the model provides to the system may include its functionality, version number etc. 

	Model Deployment 
	Delivery of a fully developed and tested model runtime image to a target device/node (UE/gNB) from a source where the developed model runtime image is stored. There is an assumption that the model has already been tested for inference operation at the target device/node. 
	The initial transfer of model that is ready for inference. 



High-level Principles:
Proposal 2: Adopt the high-level principle, “Although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.”
Proposal 3: Adopt the high-level principle, “Where AI/ML functionality resides depends on specific use cases and sub-use cases.”
Proposal 4: Adopt the high-level principle, “AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion. RAN1 discussion should focus on network-UE interaction.”

Observation 2: The RAN3 study item on Enhancement of Data Collection has developed a set of high-level principles for the application of AI/ML to the wireless systems. Many of the principles can be adopted directly for RAN1 as its high-level principles for RAN1 study.
Proposal 5: Adopt the RAN3-developed, high-level principles as listed in the above list (Item 1 to Item 6) for RAN1 study.
1. The study should focus on 
1.1. AI/ML functionality and corresponding types of inputs/outputs. 
1.2. The analysis of data needed at the Model Training function from Data Collection
1.3. The analysis of data needed at the Model Inference function from Data Collection
2. The following items should be studied per use case 
2.1. The input/output and the location of the Model Training and Model Inference function.
2.2. Where AI/ML functionality resides within the current RAN architecture, depends on deployment and on the specific use cases.
2.3. The Model Training and Model Inference functions should be able to request, if needed, specific information to be used to train or execute the AI/ML algorithm and to avoid reception of unnecessary information. The nature of such information depends on the use case and on the AI/ML algorithm.   
3. The following items should be considered out of scope of RAN1
3.1. The aspects of how the Model Training function uses inputs to train a model
3.2. The aspects of how the Model Inference function uses inputs to derive outputs
4. An AI/ML model used in a Model Inference function has to be initially trained, validated and tested by the Model Training function before deployment.
5. Functional framework and high-level procedures defined in this study phase should not prevent from “thinking beyond” them during normative phase if a use case requires so.
6. User data privacy and anonymization should be respected during AI/ML operation. 

Proposal 6: Study model generalization as one of the HLPs while leaving the details to each use case. 

Observation 3: For generalized deployment, the AI/ML model to be deployed was trained using data from a given scenario or scenario family. When being deployed, the model is expected to generalize to multiple scenarios or scenario families where the data availability situation could be different, e.g., sufficient data is available, only small amount of data is available or no data is available.
Proposal 7: For each use case, consider/discuss:
· Whether scenario-based, generalized solution deployment option(s) should be supported..
· For scenario-based deployment, a subset of the data unseen during AI/ML model training from the same scenario should be used to verify AI/ML model generalization.  
· For generalized deployment, the situations of potential data availability in the target scenarios (or scenario families) should be discussed, e.g., sufficient data is available, only small amount of data is available or no data is available. The corresponding data generation strategy should be adjusted according to the assumed data availability situations.

Collaboration between UE and gNB:
Observation 3: Both signaling-based and interaction-based approaches are reasonable and they reflect different aspects of collaboration. However, and it would be hard to merge them and create a single-level classification. 
Proposal 8: Adopt both signaling-based and interaction-based approaches and form a 2-tier classification description; the first level can be the interaction level and the second level can be the signaling level, as shown in Table 2. 
Table 2. The proposed 2-tier classification of collaboration 
	Level
	Tier 1: Interaction
	Tier 2: Signaling

	0
	No collaboration
	No collaboration

	1
	One-sided model
	Signaling, but no model transfer

	2
	Two-sided model
	Signaling + model transfer



[bookmark: _Hlk110331294]Common aspects of performance evaluation and datasets:
Proposal 9: Consider the following list as common KPIs for evaluating performance benefits evaluation strategies forof AI/ML-based solutions:
· Performance
· Standalone AI/ML test performance using intermediate KPIs
· Link and system level performance (if needed)
· Generalization performance
· Reliability (online learning)
· Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model exchange if applicable
· Inference complexity
· Computational complexity: FLOPs
· Computational complexity for pre- and post-processing
· Space complexity, e.g., MbytesMemory usage: Mbit
· Model management complexity
· (Latency)
· (Power consumption)
· (Hardware requirement)
· Online training complexity
· FLOPs
· Number of iterations
· Convergence time
· Memory usage: Mbyte Mbit
· Other aspects
· Security/privacy of user data
Note: Use-case specific KPIs may be additionally considered for the given use-case. 


Observation 4: It may take lengthy discussions for companies to agree on reference models and their hyper-parameters, even though it may be helpful in discussing the performance results across companies.
Proposal 10: Reference AI/ML models are not necessary in current stage of study.

Observation 5: most companies believe the disclosure of the AI/ML model should be voluntary based and some companies believe pre-defined model format is necessary.
Proposal 11: The disclosure of the AI/ML model should be voluntary and how the model is described is up to the company which discloses it; pre-defined model format should not be required for such purpose.

Observation 6: Based on this survey, all companies believe that the evaluation assumptions (Option 1 to 3) needed to be agreed-upon, and more companies lean to having the common dataset agreed upon (Option 2 + Option 3)
Proposal 12: For performance evaluation, study based on both agreed-upon evaluation assumptions and common dataset, because this is the only option enables comparable comparison.

Proposal 13: Companies are encouraged to discuss standards impact to support inter-operability where applicable for their proposed solution.
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