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Summary of contributions in RAN1#110
Definitions of terms, symbols and abbreviations

From RAN1 #109-e, the following agreements were made:

Working Assumption 
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.
 
Table: Working list of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function




Also, the following table contains terminologies that were discussed in RAN#1 109-e but did not reach agreement. The following table contains tentative definitions as proposed by the Moderator at the end of the final round of e-mail discussion (no agreement).
	[bookmark: _Hlk111757955]Online training
	An AI/ML training process that is performed in the same node as model inference, based on newly-collected data in (near) real-time
FFS: definition of, and the need of defining, real-time
FFS: whether the constraint of “performed in the same node as model inference” can be removed from the definition.
FFS: potential relaxation in “newly-collected data”

	Offline training
	An AI/ML training process that is performed in a different node from model inference, based on collected data in non-real-time.
FFS: definition of, and the need of defining, non-real-time
FFS: whether the constraint of “performed in a different node from model inference” can be removed from the definition.

	On-UE training
	Online/offline training at the UE. 
This does not include training at an external location outside UE.

	On-network training
	Online/offline training at the network

	Model deployment
	Delivery of a fully developed and tested model runtime image to a target UE/gNB where inference is to be performed. 

	Model update
	Retraining or fine tuning of an AI/ML model, via online/offline training, to improve the model inference performance.




In RAN#1 110, subsequently, new terminologies, and suggestions for modification of the agreed working terminologies were proposed by several companies, summarized in the following subsections.

General proposals
vivo:
Proposal: Capture the terminologies in the working assumption in the TR.

ETRI:
Proposal 1: Confirm the WA in RAN1 #109-e, the working list of AI/ML terminologies for NR air interface except:
· Offline field data
· Online field data


Proposals for changes
vivo:
Revise the ‘model parameters’ to ‘model hyperparameters’ in the definition of AI/ML model validation.
Clarify ‘model testing’ that it is only for RAN1 discussion purpose. RAN4 can further discuss corresponding definition when necessary.
	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing do not assume subsequent tuning of the model.
Note: above definition is for RAN1 discussion purpose. 



ZTE:
	Model deactivation
	Disable an active AI/ML model for a specific function



Ericsson:
[bookmark: _Ref111109695]Table: Proposed update of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics, inference and performance monitoring.

	AI/ML model training
	A process that uses featured data in terms of training and validation datasets to train an AI/ML model.

	
	

	AI/ML model testing
	A stage after the model training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	AI/ML model Inference
	A process of using a deployed AI/ML model to produce a set of outputs based on a set of featured inputs

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface with 3GPP standardized mechanism to perform the transfer, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	AI/ML model Inference
	A process of using a deployed AI/ML model to produce a set of outputs based on a set of featured inputs




Nokia:
	Offline field data
	The historical stored data is collected from use-case relevant field measurements, counters, KPIs, which are older than X seconds, where X is use-case specific.

	Online field data
	The live collected data from use case relevant field measurements, counters, and KPIs, which is no older than X seconds, where X is use-case specific.




Panasonic:
Proposal 2: In the definition of Two-sided (AI/ML) model, "gNB" should be updated to "the network".

NTT DOCOMO:
· Model activation: enable an AI/ML model for a specific function among registered models
· Model deactivation: disable an activated AI/ML model for a specific function


Online/offline training

Qualcomm:
	Online training
	An AI/ML training process where the AI/ML model used for inference is directly updated based on input data

	Offline training
	An AI/ML training process where the AI/ML model training is performed on a replica of an AI/ML model based on offline data, for the purpose of delivering the trained model to target device(s) for inference.



Futurewei:
	Online Training 
	An AI/ML approach where the model being used for inference is continuously being trained and/or updated using the data arriving in real-time or near real-time (typically in a sequential order). 

	Offline Training 
	An AI/ML training process that is performed based on (typically static) datasets collected in non-real time. 



Huawei:
· Online training: An AI/ML training process that is performed in the same or different node as model inference, where the model is updated continuously with arrival of new training samples and the updated model is continuously applied for inference. 
· Offline training: An AI/ML training process that is performed in the same or different node as model inference, where the model is non-continuously trained based on collected training samples, or the trained model is non-continuously applied for inference. 

vivo:
· [bookmark: _Hlk111187481]Online training: An AI/ML Model training process at a device/node that also performs model inference, which utilizes the received training data to update the model in real-time. The device/node shall use the updated model for model inference.
· Offline training: An AI/ML Model training that utilizes the stored data to obtain an AI/ML Model. The model can be used by itself or transferred to other devices/nodes for model inference.
ZTE:
Offline training: An AI/ML model is updated when a whole training dataset is available at the time of model training and the AI/ML model can be used for model inference when model training is completed based on the whole training dataset, where the nodes for model training and model inference can be the same or different.
Online training: An AI/ML model is continuously updated as more training data arrives sequentially and the updated AI/ML model is also continuously used for model inference, where the nodes for model training and model inference can be the same or different.

OPPO:
· Offline training: An AI/ML training process that is performed in a non-operational environment (i.e., in a software development environment) based on collected data in non-real-time, and targets training a model for future inference.
CATT:
· Real-time training: AI/ML model is continuously trained and updated with per arrival of new data.
· Near-real-time training: AI/ML model is trained and updated regularly with new data, where the time interval between the arrival of new data and the update of AI/ML model is no larger than a certain threshold.
· Non-real-time training: AI/ML model is trained and updated based on the collected data in a non-real time manner.
· Online training: An AI/ML model training process that is performed in the same node as model inference, based on newly-collected data in real-time or near-real-time.
· Offline training: An AI/ML model training process that is performed based on collected data in non-real-time, or in a different node from model inference.

Lenovo:
	On-line training
	An AI/ML training process that is performed based on the collected data in (near) real-time.

	Off-line training
	An AI/ML training process that is performed based on the collected data in non-real-time.



Intel:
Online Training 
An AI/ML training process that is performed in (near) real-time and in the same node as model inference
Offline Training 
An AI/ML training process that maybe performed in non real-time or on a different node from model inference. Offline training is applicable for AI/ML models residing at the UE, network and two-sided models and has the least impact to specifications. 

Spreadtrum:
· Online training: An AI/ML training process that is performed in the same node as model inference, based on newly-collected data in (near) real-time
· Offline training: An AI/ML training process that is performed in a same or different node from model inference, based on collected data in non-real-time.

Xiaomi:
Proposal 1: Identify the need to define the terminology of “online training” in Rel-18 by considering whether there is typical use cases for online training 
Proposal 2 : If the necessity of defining online training is identified, adopt the following definition for online training : 
· An AI/ML training is performed based on newly collected data in (near) real-time manner and the model used for inference is updated contiguously by the newly trained model in (near) real-time manner

CAICT:
Online training: An AI/ML training process that is performed continuously with model monitoring and updating as model inference. 
Offline training: An AI/ML training process that is performed non-continuously with model monitoring and updating as model inference.
Samsung:
Proposal #1:  Define “real-time” training in the context of online training as a training of an AI/ML model with a training dataset which has the same statistical properties as the input data in model deployment (inference) with a use case-specific time gap between model training and inference. 
· Further classify online training as ‘on-device online training’ and ‘network-side online training’ depending on the location of the training.

Ericsson:
	Online training
	An AI/ML training process that is performed in the same node as model inference, based on one or more newly-collected mini batch(es) of data 

	Offline training
	An AI/ML training process that is performed in same or different node from model inference, based on a full set of collected data




CMCC:
	Online training
	An AI/ML training process that is performed in the same node as model inference, based on newly-collected data in real-time

	Offline training
	An AI/ML training process that is performed in a different node from model inference, based on collected data in non-real-time.




Nokia:
	Continual learning (training)
	A fundamental idea in machine learning in which models continuously learn and evolve based on the newly available (and possibly increasing amount of) input training data, while retaining previously learned knowledge.

	Offline training
	ML training procedure using:
· A ‘one-shot’ solution where the training is performed only once before its deployment to a network node, OR
· A continual learning solution where the data iteration (use the same model architecture and features but the train from new data) or model iteration (adding a new feature to an existing model architecture or changing the model architecture) is performed at a time scale much larger compared to the time scale at which the ML model is used for inference.
Use case dependent, the ML training can be performed in the same or different entity (network or UE) where the ML inference is performed.

	Online training
	ML training procedure using a continual learning solution where the data iteration (use the same model architecture and features but train from new data) or model iteration (adding a new feature to an existing model architecture or changing the model architecture) is performed at a time scale comparable to the time scale at which the ML model is used for inference. 
Use case dependent, the ML (re) training can be performed in the same or different entity (network or UE) where the ML inference is performed.



Proposal 4:  When a continual learning-based approach is used in a proposed ML-enabled solution, the solution description should include at least the following details:
· whether the solution is based on data iteration (use the same model architecture and features but train from new data) and/ or on model iteration (adding a new feature to an existing model architecture or changing the model architecture),
· time scale/periodicity at which the data/model iteration is performed,
· when data iteration is used, specify the amounts of “historical stored data” (offline data) and "live collected data” (online data) used for (re)training.
· the pre-set time frequency of, or the event triggering, for the automated re-training process.

[bookmark: _Hlk110253966]Proposal 5: In the context of RAN1 ML-enabled solutions, reinforcement learning-based solutions use continual learning and are to be described as either online or offline training solutions, depending on the concrete (sub-)use case and the definitions in Proposal 3.

MediaTek:
Proposal 1: The definitions of on-line and offline training consider whether training is intertwined with inference or not. 
· Online training: an AI/ML training process that is performed on an AI/ML model, which is under inference operation.
· Offline training: an AI/ML (re)training process that is performed on an AI/ML model, which is not under inference operation. 

NTT DOCOMO:
Proposal 2: Define online/offline training according to whether newly collected data in (near) real time is used or not. 
Proposal 3: If the discussion of online/offline training is still controversial due to multiple determining aspects, different terminologies can be defined per each aspect instead.


Model deployment

Huawei:
· Model deployment: Deploy a fully developed and tested model runtime image at the node where inference is to be performed.


Other terminologies
Futurewei:
	Transfer Learning 
	A machine learning method that reuses knowledge gained from solving one problem and applying the knowledge to a different but related problem

	Model Registration 
	A process by which a model registers itself to the system within which it is expected to operate.  The information the model provides to the system may include its functionality, version number etc. 

	Model Deployment 
	The initial transfer of model that is ready for inference. 




Huawei:
On-UE training: Online/offline training at the UE

ZTE:
	Model description
	Descriotion of model functionality, model ID, model input data type/size, model output data type/size, pre-processing of model input and post-processing of model output for an AI/ML model



Lenovo:
	AI/ML model acquisition
	A process to obtain an AI/ML Model via local training/validation/testing, model transferring or delivering from non-3GPP node.

	Model updating
	A procedure to update the AI/ML model, e.g., model parameters such as weights, activation functions, model structure etc.



CAICT:
Proposal 2: Separate training and joint training could be added to terminology list.
Proposal 3: Separate training could be defined as UE and gNB perform model training including forward propagation (FP) and backward propagation (BP) separately. Joint training could be defined as UE and gNB perform model training including FP and BP together.

Ericsson:
	AI/ML model registration
	A process to assign the model in a UE with a version identifier and to signal to the NW of the version identifier.

	Data validation
	Drift detection of input data used for making inference to observe any statistical measure differences from the training datasets.



MediaTek:
Proposal 2: Consider following terms to facilitate the discussion for two-sided AI/ML model operation:
· Joint inference: an inference process that is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.
· Joint training: a bilateral training process that is performed jointly across the UE and the network with common dataset to train both sides AI/ML models at the same time. 
· Separate training: a training process that is performed separately by the UE and the network with common dataset to train each side AI/ML model. 

NTT DOCOMO:
· Model registration/configuration: assign the model with an identifier and make the model executable via compilation

SHARP:
Purpose1: Data preprocessing can be defined as: 
Manipulation/modification of the dataset before it is used in order to ensure/enhance model performance.


General AI/ML Framework
Functional framework
TCL communications:
Proposal 5: A new functional framework is needed for AI/ML for NR air-interface.

MediaTek:
Proposal 3: The AI/ML framework for air interface includes the functions of data collection, model training, model inference and model monitoring. 


                                Figure 3 Example of functional Framework for AI/ML over air interface

Proposal 4: The AI/ML framework for air interface includes the following procedures and FFS on the need of others:
· data collection configuration and reporting,
· configuration/activation of model inference,
· configuration/activation of model training,
· configuration/activation of monitoring.

CATT:
Proposal 3: For the AL/ML framework in air interface, at least the following functional blocks are included: model management, data collection, model training, AI/ML model and actor.
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Lenovo:
Proposal 2: 	A general functional AI/ML framework is needed to facilitate the relevant discussions on the evaluations, functions and specification impacts.

[image: Graphical user interface
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Proposal 3: 	Consider a functional framework, including three high-level AI/ML functions: data collection, model life-cycle management (LCM) and model inference with interactions with the communication modules via data pre-/post-processing.

Spreadtrum:
Proposal 3: The general framework of TR37.817 (i.e., Section 4 of TR37.817) also can be as the starting point of AI functional framework for the study. Further enhancements also can be considered if needed.




LG:
Proposal #1: Adopt the 4 functions and their relation defined in TR37.817 as a starting point for AI/ML framework discussion.
Proposal #2: AI/ML model can be categorized based on different scenarios in that which entity has which function(s). 

CMCC:
[bookmark: _Hlk111200615]Proposal 4: On Rel-18 AI/ML for air interface, whether a new framework based on the functional framework for RAN intelligence is needed should be studied.

ETRI:
Proposal 2: In AI/ML for NR air interface, the functional framework of FS_NR_ENDC_data_collect can be used as the basic structure, but the functional framework should be defined so that the operation area for each function is specified.

Proposal 6: For NW-UE collaboration for AI/ML for NR air interface in terms of signalling, specify signalling information required for each function in the functional framework for AI/ML.


FL comment: Several companies propose that multiple functional frameworks need to be developed (based on collaboration level, inference location) as in below.


Fujitsu:
Proposal 1: two types of functional framework and LCM can be studied separately:
· Framework and LCM for one-sided model.
· Framework and LCM for two-sided model.
Proposal 2: The study on functional framework/LCM for one-sided model can be classified into two sub-categories:
· Framework and LCM for network-side model
· Framework and LCM for UE-side model

Intel:
Proposal-3: The following functional frameworks are proposed based on NW-UE interaction (block diagrams, not agreed last time)
· Single sided model at NW (identical to RAN3 with small air-interface impact)
· Single sided model at UE (identical to RAN3 with small air-interface impact)
· Two-sided model (more significant air-interface impact)








China Telecom:
Proposal 1: The functional framework for RAN intelligence defined in TR37.817 should be modified based on different collaboration levels.

NVIDIA:
Proposal 1: The defining stages of AI/ML related algorithms, including the model generation, e.g., model training (including input/output, pre-/post-process, online/offline, etc.), model validation, model testing, the model inference operation, e.g., input/output, pre-/post-process, and the associated complexity, needs to be analysed case by case.


Fujitsu:
Proposal 3: Considering that the framework and LCM are categorized in the same way, and the fact that there are many overlapping discussions in-between, it is suggested that:
· Functional framework and LCM can be studied together

FL comment: As Fujitsu proposed, the FL thinks that the functional framework and LCM should be studied together, and because RAN1 is already discussing detailed LCM aspects, the FL believes that it will be better to have a bottom-up approach, wherein RAN1 first advances LCM sufficiently, and that will allow RAN1 to summarize the LCM into functional frameworks. 


Proposal 2-1: 
Wait until sufficient progress is made on LCM before deciding how to capture it into functional framework.

Please indicate your support or not support, and provide additional comments.
	Support
	Vivo, CAICT, Huawei, HiSilicon, NVIDIA, Google, OPPO, Xiaomi, Futurewei, Keysight, Ericsson, Panasonic, DCM, NEC, Lenovo, CATT, Samsung, KDDI, Intel, AT&T, Fujitsu, Spreadtrum, ETRI

	Not support
	

	Company
	Comments

	vivo
	Ok for this. 

	Huawei, HiSilicon 
	Agree that it is better to wait, without better understanding of the LCM for AI/ML for air interface, it is difficult to judge whether/what changes needed on top of the agreed RAN3 functional framework. At this stage, the RAN3 functional framework can be considered as the starting point for further study of AI/ML for air interface.

	OPPO
	It is better to firstly focus on identifying the essential LCM requirements and procedures. Then the key functions will be sorted out.

	Lenovo
	Agree to capture the LCM into the functional framework as the study proceeds further. However, we think in this stage it could make sense to discuss and define some high-level functions in a general framework, such as ‘data collection’ and ‘model LCM’, which is not included in the RAN3 functional framework, and it can be gradually completed as the study proceeding.

	Samsung
	Ok

	Fujitsu
	It is a good way to reduce redundancy discussions.

	Sony
	Support

	ETRI
	We support this proposal.




FL comment: I will propose this in today’s online session.

Proposal 2-1a (for agreement): 
Wait until sufficient progress is made on LCM before deciding how to capture it into functional framework.


High level principles
From RAN#1 109-e, the following principles has been agreed:

Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.
 
Observation
Where AI/ML functionality resides depends on specific use cases and sub-use cases.
 
Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.





Futurewei:
Proposal 2: Adopt the high-level principle, “Although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.”
Proposal 3: Adopt the high-level principle, “Where AI/ML functionality resides depends on specific use cases and sub-use cases.”
Proposal 4: Adopt the high-level principle, “AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion. RAN1 discussion should focus on network-UE interaction.”

Proposal 2-2: 
Convert the following conclusions/observations from RAN#1 109-e into agreements.
1. Although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.
2. Where AI/ML functionality resides depends on specific use cases and sub-use cases.
3. AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion. RAN1 discussion should focus on network-UE interaction.

Please indicate your support or not support, and provide additional comments.
	Support
	Apple, vivo (ok with 2 and 3. The 1st one does not need to be agreed for the third time), CAICT, NVIDIA, OPPO, Futurewei, Keysight, Ericsson, Panasonic, DCM, NEC, Lenovo, CATT(for 2nd one), Samsung , KDDI, Fujitsu, Spreadtrum

	Not support
	

	Company
	Comments

	vivo
	The first one has already been agreed?

	Huawei, HiSilicon
	One question for clarification, since the 3 bullets are already agreed either as conclusion or observation in the RAN1#109-e meeting, what’s the additional benefit/motivation to convert them to agreement? In RAN1, the agreed conclusions and observations will still set the base for further study. 

	NVIDIA
	We’re fine with this, though we consider conclusion/observation serves the purpose as well.

	Google
	We have one question on the first bullet. For two sides AI/ML, if anything related to AI/ML model is not defined, how to make sure the two sides AI/ML be unbiased?


	Xiaomi
	We share the same confusion with Huawei. What is the intention to covert the achieved agreements/observation into agreement？

	LG
	We do not see strong reason to convert the conclusions/observations into agreements unless they have to be captured in specification.

	Lenovo

	In general, as an agreement, the terms, such as ‘AI/ML algorithms’ and ‘AI/ML functionality’, should be clearly defined before deciding whether it needs specification or not.


	Mediatek
	We may need to clarify the difference between agreed observation/conclusions and agreements.    Both can be used as the base for further study. But our understanding is that the agreements are more likely to be captured in TR later, while agreed conclusions/observations are used as guidelines to progress the work and may not be captured in the TR.  

	AT&T
	No need to convert to agreements since this is a SI.

	CMCC
	We think it is unnecessary to convert the conclusions/observations into agreements.

	Fujitsu
	It is fine for us in general. But no sure why those have to be changed as agreements, especially for the first conclusion and the second observation of #109-e.

	Sony
	We are not sure the motivation for this proposal. Could you clarify for that?

	ETRI
	We are generally fine with the high-level principles. However, since the study has just started, it is too early to make it into an agreement. For example, for the two-side AI/ML model, a method that trains an AI/ML model on one side and then transfers it to another node is being discussed and whether or not a reference model is needed still needs more discussion.

	CATT
	For conclusions, they should still be followed and hence no strong need to make them agreements. 
For observation (2nd bullet), we feel that it is a little ambiguous and fine to make it more clear (as conclusion).




FL comment: From company comments, It seems that the current conclusions and observations are fine and do not need to be converted to agreement.


Futurewei:
Proposal 5: Adopt the RAN3-developed, high-level principles as listed in the above list (Item 1 to Item 6) for RAN1 study.
1. The study should focus on 
1.1. AI/ML functionality and corresponding types of inputs/outputs. 
1.2. The analysis of data needed at the Model Training function from Data Collection
1.3. The analysis of data needed at the Model Inference function from Data Collection
2. The following items should be studied per use case 
2.1. The input/output and the location of the Model Training and Model Inference function.
2.2. Where AI/ML functionality resides within the current RAN architecture, depends on deployment and on the specific use cases.
2.3. The Model Training and Model Inference functions should be able to request, if needed, specific information to be used to train or execute the AI/ML algorithm and to avoid reception of unnecessary information. The nature of such information depends on the use case and on the AI/ML algorithm.   
3. The following items should be considered out of scope of RAN1
3.1. The aspects of how the Model Training function uses inputs to train a model
3.2. The aspects of how the Model Inference function uses inputs to derive outputs
4. An AI/ML model used in a Model Inference function has to be initially trained, validated and tested by the Model Training function before deployment.
5. Functional framework and high-level procedures defined in this study phase should not prevent from “thinking beyond” them during normative phase if a use case requires so.
6. User data privacy and anonymization should be respected during AI/ML operation. 




Collaboration levels

In RAN#1 109-e, the following collaboration levels have been agreed, with notes for further discussions and studies.

Agreement
[bookmark: _Hlk111760337][bookmark: _Hlk111760338]Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 


Subsequently, companies brought proposals as summarized below.

Collaboration level definitions

Futurewei:
[bookmark: _Hlk101981284]Proposal 8: Adopt both signaling-based and interaction-based approaches and form a 2-tier classification description; the first level can be the interaction level and the second level can be the signaling level, as shown in Table 2. 
Table 2. The proposed 2-tier classification of collaboration 
	Level
	Tier 1: Interaction
	Tier 2: Signaling

	0
	No collaboration
	No collaboration

	1
	One-sided model
	Signaling, but no model transfer

	2
	Two-sided model
	Signaling + model transfer




vivo:
Proposal: Considering the following division of collaboration levels: 
· Level x: No collaboration: Fully transparent AI/ML by implementation.
· Level y-a: Signaling-based collaboration for one-sided model without model transfer and without model update or with transparent model updating.
· Level y-b: Signaling-based collaboration without model transfer and with specified model updating.
· Level z-m: Signaling-based collaboration with model transfer only to update parameters.
· Level z-n: Signaling-based collaboration with model transfer to update parameters and model structure.

Google:
Proposal 1: Support the following collaboration levels for AI/ML:
· Level 0: Collaboration without AI/ML life cycle management related signaling and without AI/ML model transfer
· Level 1: Collaboration with AI/ML life cycle management related signaling and without AI/ML model transfer
· Level 2: Collaboration with AI/ML life cycle management related signaling and AI/ML model transfer

OPPO:
Proposal 7: Study the collaboration levels for AI/ML inference and training separately. First identify the collaboration levels for AI/ML inference based on the agreement in RAN1#109-e. 
· FFS collaboration levels for training.
Proposal 8: Improve the collaboration levels for AI/ML inference as following.
1.	Level 0: No collaboration
2.	Level 1: Signaling-based collaboration without model transfer
· 1a: Signaling exchange before AI/ML inference (i.e. one-side AI/ML model inference)
· 1b: Signaling exchange before and during AI/ML inference (i.e. two-side AI/ML model inference)
3.	Level 2: Signaling-based collaboration with model transfer
· The above collaboration levels are not related to AI/ML model deployment
· Treat Level 1 with high priority.
· Model transfer in Level 2 is for model switching or updating.
CATT:
Proposal 6: Consider defining collaboration levels as follows:
· Level x: No collaboration.
· Level y: Signaling-based collaboration without model transfer
· Level y-1: One-sided model deployed in either UE or network
· Level y-2: Two-sided model
· Level z: Signaling-based collaboration with model transfer
· Level z-1: One-sided model deployed in either UE or network
· Level z-2: Two-sided model

NEC:
Proposal 1: Support to define network-UE collaboration levels based on one-sided AI/ML model or two-sided AI/ML model.

NVIDIA:
Proposal 3: Categorize different UE-gNB collaboration types as follows:
· Type 0: No collaboration
· Type 1-a: Signaling-based collaboration for one-sided model without model transfer
· Type 1-b: Signaling-based collaboration for two-sided model without model transfer
· Type 2-a: Signaling-based collaboration for one-sided model with model transfer
· Type 2-b: Signaling-based collaboration for two-sided model with model transfer

Lenovo:
Proposal 4: 	Further identify the sub-levels of network-UE collaboration levels Level x/y/z to support the main AI/ML relevant functions, i.e., data collection (Level y0), model LCM (Level y1/z1) and model inference (Level y2/z2).
· Level y0: Signaling-based collaboration for data collection without model transfer
· Level y1: Signaling-based collaboration for model LCM without model transfer
· Level y2: Signaling-based collaboration for both model LCM and inference without model transfer
· Level z1: Signaling-based collaboration for model LCM with model transfer
· Level z2: Signaling-based collaboration for both model LCM and inference with model transfer

Intel:
Proposal-4: Consider the following network – UE collaboration levels as an enhancement to the agreed collaboration levels (split Level-1 and Level-2 of last agreement)
· Level 0: No collaboration
· Level 1A: Signalling-based collaboration for single-sided model without model transfer
· Level 1B: Signalling-based collaboration for two-sided model without model transfer
· Level 2a: Signalling-based collaboration for single-sided model with model transfer
· Level 2b: Signalling-based collaboration for two-sided model with model transfer
 
Spreadtrum:
Proposal 4: Suggest to consider the following further collaborative level classification:
· For Level y:
· Level y1: Signaling-based collaboration for single-sided model without model transfer
· Level y2: Signaling-based collaboration for two-sided model without model transfer
· For level z:
· Level z1: Signaling-based collaboration for single-sided model with model transfer
· Level z2: Signaling-based collaboration for two-sided model with model transfer

Xiaomi:
Proposal 10: Finer collaboration level is not necessary

Table 1 Collaboration level mapping for different cases
[image: ]

China Telecom:
Proposal 3: The collaboration level z with model transfer can be divided into two categories:
1) Unified model structure is known at both gNB and UE side, only model parameters need to be transferred.
2) Both model structure and parameters need to be transferred.

CAICT:
Proposal 4: Model updating should be considered for collaboration level definition.
Proposal 5: Collaboration level y could be further divided to level y-a and y-b:
Level y-a: Signaling-based collaboration without model transfer with transparent model updating.
Level y-b: Signaling-based collaboration without model transfer with assistant information of model updating.

Samsung:
Proposal #2:  Further define sub-levels for Level x and Level y for one-sided and two-sided models as
Level x: No collaboration
[bookmark: _Hlk111773329]Level y-1: Signalling-based collaboration for one-sided model without model transfer
[bookmark: _Hlk111773338]Level y-2: Signalling-based collaboration for two-sided model without model transfer
[bookmark: _Hlk111773352]Level z-1: Signalling-based collaboration for one-sided model with model transfer
[bookmark: _Hlk111773362]Level z-2: Signalling-based collaboration for two-sided model with model transfer

LG:
Proposal #5. Consider two different cases of Level y:
· Case y-1: either NW or UE has AI/ML capability
· Case y-2: both NW and UE have AI/ML capability
Proposal #6. Consider two different cases of Level z:
· Case z-1: one-sided model
· Case z-2: two-sided model
Ericsson:
Proposal 9	The collaboration levels are based on the defining stages of AI/ML

CMCC:
Proposal 2: The network-UE collaboration levels can be further defined as follows.
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
Level y-a: Signaling-based collaboration without model transfer and without model lifecycle management
Level y-b: Signaling-based collaboration without model transfer and with model lifecycle management
3. Level z: Signaling-based collaboration with model transfer

Nokia:
Proposal 9: Collaboration level y includes any new signaling for new reporting, data collection, capability information, assistance information, performance monitoring, and model management.
Proposal 10: Collaboration level z may include anything from level y and additional signaling related to model transfer and deployment.

MediaTek:
Proposal 8: Extend the signaling-based collaboration levels to consider one-sided and two-sided models:
· Level x: No collaboration
· Level y-a: Signaling-based collaboration for one-sided model without model transfer
· Level y-b: Signaling-based collaboration for two-sided model without model transfer
· Level z-a: Signaling-based collaboration for one-sided model with model transfer
· Level z-b: Signaling-based collaboration for two-sided model with model transfer

Rakuten:
Proposal 1 
Further clarify the AI/ML collaboration Level y as follows:
· Level y-1: NW based AI/ML application
· Level y-2: Hybrid based AI/ML
· Level y-3: UE based AI/ML

Apple:
Proposal 1: The network-UE collaboration levels can be defined: 	 
· Level 0: No collaboration  
· Level 1: Signaling-based collaboration for one sided model without model transfer
· Level 2: Signaling-based collaboration for two sided model without model transfer 
· Level 3: Signaling-based collaboration with model transfer for inferencing 
· Level 4: Signaling-based collaboration with model transfer for training  


Panasonic:
Proposal 3: Current agreement of network-UE collaboration model can be sufficient to express different variations.

NTT DOCOMO:
Proposal 5: Define UE-NW collaboration level based only on model transfer. 

Proposal 6: UE-NW collaboration levels should be defined as follows.
Level 0: No collaboration
Level 1: UE-NW collaboration without model transfer
Level 2: UE-NW collaboration with model transfer only to update parameters
Level 3: UE-NW collaboration with model transfer to update parameters and model structure

Proposal 2-3: 
Based on company inputs, the following alternatives are proposed.

Alt 1:
Level x: No collaboration
Level y: Signaling-based collaboration without model transfer
· Level y-a: Signaling-based collaboration for one-sided model without model transfer
· Level y-b: Signaling-based collaboration for two-sided model without model transfer
Level z: Signaling-based collaboration with model transfer
· Level z-a: Signaling-based collaboration for one-sided model with model transfer
· Level z-b: Signaling-based collaboration for two-sided model with model transfer

Alt 2:
Level x: No collaboration
Level y: Signaling-based collaboration without model transfer
Level z: Signaling-based collaboration with model transfer
· Level z-a: Signaling-based collaboration with model transfer only to update parameters
· Level z-b: Signaling-based collaboration with model transfer to update parameters and model structure

Alt 3:
Level x: No collaboration
Level y: Signaling-based collaboration without model transfer
· Level y-a: Signaling-based collaboration for one-sided model without model transfer
· Level y-b: Signaling-based collaboration for two-sided model without model transfer
Level z: Signaling-based collaboration with model transfer
· Level z-a: Signaling-based collaboration with model transfer only to update parameters
· Level z-b: Signaling-based collaboration with model transfer to update parameters and model structure

Alt 4: Keep the current levels x/y/z and do not create the above sub-levels.
Level x: No collaboration
Level y: Signaling-based collaboration without model transfer
Level z: Signaling-based collaboration with model transfer

Please indicate your support or not support, and provide additional comments.
	
	Support
	Against

	Alt 1
	Mediatek, CATT, Samsung
	DCM

	Alt 2
	DCM
	

	Alt 3
	
	DCM

	Alt 4
	Huawei, HiSilicon, OPPO, Xiaomi, Keysight, Ericsson, Panasonic, Lenovo, CATT, Samsung [2nd preference], AT&T, ETRI
	

	Company
	Comments

	Apple
	We in general have concern all levels are classified as sub-levels of y and z. 

	Huawei, HiSilicon
	We prefer Alt.4 at least for the time being. 
For simplicity and more efficient discussions, there is no need to further debate whether/what sub-levels to be added, instead we can focus on the discussion/categorization on model training/inference, and then based on the outcome of the discussion on model training/inference, if needed we can further discuss what combinations can be allowed for a certain use case considering the collaboration levels, types of model training, and types of model inference.

	NVIDIA
	We suggest avoiding calling the different categories as different levels, as the term “level” implies ordering. Instead, it is sufficient to simply refer to them as different types, as “type 1/type 2 or type A/type B” is often used in RAN1 discussion.

	Google
	In our view, the definition of “signaling-based collaboration” could be misleading. The key point to categorize the levels should be related to LCM related signaling and AI/ML model transfer related signaling. Therefore, we think the first level should be without LCM and without AI/ML model transfer. 

	OPPO
	We are OK to stop at Alt.4 and leave discussion on each use case to refine the sub-level. If most of companies prefer to have a sub-level definition here, we think defining sub-level of y is acceptable for this meeting. Sub-levels of z for FFS.

	Xiaomi
	Currently we think Alt.4 is sufficient. 
· Currently, the agreed collaboration level framework could cover all use cases 
· As stated in the SID “The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels” From this point, we think finer collaboration level would complicate the sub-use case down selection. 
· We believe there are some difference between one-sided model or two-sided model or between model update and model training. But these detailed difference can be further discussed in the specification impact or in the complexity comparison. Further debating the finer collaboration level would distract the attention. At current stage, we need to focus on issues of more importance. 

	Futurewei
	Alt2 and Alt4 (both signaling-based) certainly will not satisfy companies emphasizing interactions between gNB and UE (one-sided or two-sided). On the other hand, Alt1 and Alt3 try to combine signaling-based and interaction-based aspects and are essentially two-tier approaches (level + sub-level). In this case, we think our proposed two-tier approach is clear and easy to remember (see table below).
	Level
	Tier 1: Interaction
	Tier 2: Signaling

	0
	No collaboration
	No collaboration

	1
	One-sided model
	Signaling, but no model transfer

	2
	Two-sided model
	Signaling + model transfer




	Ericsson
	We think that further discussions should be based on the stages of AI/ML (training, inference, data collection, performance monitoring,..). For efficient discussions, do not discuss further sub-levels.

	NTT DOCOMO
	In Alt.1 and Alt.3, it looks that level z-a is higher level than y-b. However, this level ordering is different according to the views of companies. To avoid this confusion, we prefer to categorize NW-UE collaboration level based on only one aspect, model transfer, instead of two aspects, model transfer and inference entities.

	NEC
	We share the concerns mentioned above about the numbering. However, we are supportive to have categories based on one-sided or two-sided model, and update only the parameters or update also the structure.

	LG
	Alt1 is preferred, but for level y, it would be better to define sub-levels as
· Either UE or NW has AI/ML functions
· Both UE or NW have AI/ML functions
It is because one-sided vs two-sided model were defined only for inference function. For the proposed categories, it will be more obvious that specification work will be limited to assist information for training or inference for the first sub-level but not for the second sub-level.

	Lenovo
	From the specification impact aspect, we think it is better to define the collaboration levels together with the functions in the framework, especially LCM. In this sense, the collaborated signals can be categorized for different functions with different requirements. For example, some AI/ML algorithms only need ‘data collection’, some others, i.e., proprietary AI/ML model, only need ‘model management’.  
Since it has not been agreed on the function framework, the definitions on the collaboration sub-levels are suggested for further refinement together with the LCM and framework in Proposal 2-1. Thus, in this stage, we think we can keep the current agreement, Alt.4, until more issues have been discussed and investigated on the common issues in the 9.2.x.2. In this sense, we suggest the following FFS in Alt.4 as:

Alt 4: Keep the current levels x/y/z and do not create the above sub-levels.
Level x: No collaboration
Level y: Signaling-based collaboration without model transfer
Level z: Signaling-based collaboration with model transfer
FFS: The sub-levels of collaboration can be further decided, considering the common specification impacts of the functions in the framework, e.g., LCM.


	Mediatek
	We prefer Alt 1. It is worthwhile to have a finer granularity for the collaboration levels and reflect the important criteria in the collaboration levels. Therefore, one-sided/two-sided operation should be considered.

	ZTE
	Alt.4. We would like to simplify the issue here. Singaling based collaboration already provides a flexible framework to be used for each use case. Instead of further classifying the sub-levels, we should focus on other aspects, e.g., model training, model inference.

	CATT
	We are open to consider whether one-sided/two-sided is used to define collaboration levels.
NVIDIA’s suggestion on changing ‘level’ to ‘type’ is interesting. We think it may be good in spirit, but ‘collaboration levels’ is the term that already used in the SID. 

	Samsung
	Alt1 is preferred but Alt4 should be fine either, i.e., other collaboration levels could be independently defined. If that is the case we prefer collaboration level based on one/two-sided models. 

	CMCC
	We can accept Alt.4.

	AT&T
	In general we would be ok with Alt. 4 since the sub-levels can be use case specific and as a result parts of Alt. 1/2/3 could be valid, but there is no need to capture them now.

	Fujitsu
	Considering we already took a lot of time on debating the definitions of collaboration levels in the previous meeting, and it seems still a controversial issue from reading papers and FL’s summary of this meeting. We think we’d better clarify the purpose to have these comprehensive collaboration levels and how to use it in this SI first.
If it is used to categorize functional framework and LCM, we think we can do the categorization according to one-sided model and two-sided model simply.

	Spreadtrum
	We prefer Alt1, for it provides one finer granularity of signaling when referring to collaborative levels. But if no consensus among group, we think Alt4 is the default way. It also could work well at current stage. So we are also fine with Alt4.

	Sony
	We share Ericsson’s view.

	ETRI
	For the sub-levels of Level y, it should be clarified what signaling difference per sub-level is. The division of sublevels according to the one-sided model and the two-sided model is not clear at this point. For the sub-levels of Level z, since the transfer of the model structure is already required for parameter update only case, we don’t think that parameter update only case excludes signaling for the model structure. It is necessary to proceed after sufficiently discussing the need for sub-level introduction.




FL comments: From company responses, the views are still divided, but more companies want to keep the current collaboration level agreement (i.e., Alt 4), either as is without further sub-division or at least wait until further progress is made in LCM. Therefore, following Lenovo’s recommendation, the FL proposes to keep the current collaboration level and revisit this later after progress is made in LCM.

Proposal 2-3a: 
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
4. Level x: No collaboration
5. Level y: Signaling-based collaboration without model transfer
6. Level z: Signaling-based collaboration with model transfer
FFS: The sub-levels of collaboration can be further discussed after sufficient progress in LCM is made.
FFS: Clarification is needed for Level x-y boundary 
FFS: Clarification is needed for Level y-z boundary (i.e., what constitutes model transfer).

Level x-y boundary

CATT:
[bookmark: _Hlk111760011]Proposal 5: Regarding the Level x-y boundary:
· Level x can be supported by current specification without any modification. The AI/ML model deployment in one node can be totally transparent to the other node. 
· Level y requires signaling enhancement and subsequently specification impact. The existence of AI/ML model in one node can be recognized by the other node.
vivo:
Proposal: No specification impact is expected for level x. 

Xiaomi:
Proposal 9: Clarify the following aspect for the collaboration level framework
· For level y, the involved signalling is newly defined signalling 

China Telecom:
Proposal 2: The boundary of level x-y may be defined as: whether AI-related assistance information transfer between UE and gNB is required. And the AI-related assistance information is the signalling related to Model Inference and Model Generation, which has specification impact.

Nokia:
Proposal 6: RAN1 to agree that Level x ML solutions are not visible from signalling point of view but may have an impact on the performance requirements (i.e., RAN4/5 specifications)

MediaTek:
Proposal 5: The signaling in the context of ‘signaling-based collaboration’ refers to the NAS or AS signaling over the air interface to enable AI/ML operation.  The data alone is not considered as signaling.
Proposal 6: The signaling in the ‘signaling-based collaboration’ considers the following aspects: signaling for data collection, assistant information for training and inference, signaling for model monitoring/updating, signaling for model transfer and UE capability reporting. 

Huawei:
Observation 3: Level x refers to implementation-based AI/ML operation without any collaboration between network and UE, and Level y refers to AI/ML operation requiring signaling exchange between network and UE to facilitate model training/updating, inference and monitoring, without explicit model structure or parameter information.


FL comment: The current agreement has “FFS: Clarification is needed for Level x-y boundary”. There seem to be two different thoughts on this.
Proposal 2-4: 
Alt 1: Level x is implementation-based AI/ML operation that can be supported by current (Rel-17) specification without any modification. (Note: AI/ML approaches in this definition can be used as baseline for performance evaluation.)
Alt 2: Level x is implementation-based AI/ML operation without any collaboration between network and UE  (Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration, such as enhanced feature reporting for positioning that may be introduced out of the Rel-18 AI/ML air interface study.)

	
	Support
	Against

	Alt 1
	Apple, CATT
	Google, DCM

	Alt 2
	 Vivo(slightly), CAICT, Huawei, HiSilicon, NVIDIA, OPPO, Xiaomi, Futurewei, Ericsson, LG, Mediatek, ZTE, CATT, Spreadtrum, Panasonic
	Google, DCM

	Company
	Comments

	Apple
	We would like to point out that the note in Alt 2 also apply to Alt 1. The implementation-based AI/ML operation can apply to all future releases introduced by other agenda items such as positioning, MIMO etc. 

	vivo
	No big difference between Alt1 and Alt2. 
From current wording Alt 2 definition is more future-proof. 

	Huawei, HiSilicon
	Since we are talking about collaboration levels here, the main focus should be whether/what collaboration needed for each level, so we think alt.2 is more accurate defining that level x is implementation-based AI/ML operation without any collaboration between network and UE. In addition, Alt.1 looks like that level 1 won’t work in future release, which is not true. 

	NVIDIA
	Alt. 1 is not forward compatible, as it refers specification only up to Rel-17.

	Google
	We think the boundary between level X and Y should be whether any LCM related signaling is needed.

	Xiaomi
	Considering the compatibility to future release, we prefer Alt.2

	Futurewei
	Agree with vivo that Alt2 is more future proof.

	Ericsson
	Share the concern regarding compatibility.  Agree with alt 2.

	NTT DOCOMO
	It is unreasonable to assign different collaboration levels to i) assistance information out of Rel-18 AI/ML air interface and ii) assistance information from Rel-18 AI/ML air interface in our views. Since transferring assistance data will be the same signaling mechanism regardless of the content, the same collaboration level should be assigned. 
Instead of that, we prefer to define the boundary of level x-y by (level x) model is transparent to NW or (level y) NW is aware of models. In this case, some signaling related model management (e.g., model activation/deactivation/registration) are required only for level y, and signaling mechanisms are clearly different between level x and y.  

	LG
	Our understanding is more aligned to Alt2 since this was for collaboration level definition.

	Lenovo
	Level x should be some the baseline to implement AI/ML with the current specifications, which makes sense for the evaluation study to identify the benefit to introduce new or enhanced signals for AI/ML operations. 

	Mediatek
	It is desired that both backward and forward compatibility are kept for level x.  To be precisely, level x is implementation-based AI/ML operation without any collaboration between network and UE, which can be supported by the specifications of existing releases and future releases not relevant to AI/ML operation.

	CATT
	Alt 1 and Alt 2 are almost the same in current release. 
If we consider future features, we agree that Alt 2 reads more inclusive. 

	Samsung
	Agree with Vivo. Alt1 seems to be Alt2 from current release perspective. It seems the Note in Alt1 is a separate issue. As these categorizations may be used for future discussions, it is better to keep a general definition, i.e., Alt2.  

	KDDI
	Agree with vivo.

	CMCC
	The collaboration Level x means the existing or future specification not related to AI/ML can support the usage of the AI/ML model, it can be seen as the implementation-based AI/ML schemes.

	AT&T
	Need more clarification on Alt1 vs. Alt2 from a release perspective as mentioned by Samsung.

	Fujitsu
	The wording of Alt1 or Alt2 may need to be further refined. In Alt1, Rel-17 is not necessarily to be mentioned considering this SI is for Rel-19 and later releases. We think we can use the following Alt 3 for Level x:
Alt 3: Level x is implementation-based AI/ML operation without any STD impacts.

	Sony
	We are slightly fine with Alt 2.

	Panasonic
	We agree the view from Samsung that no difference from the current release perspective. 

	ETRI
	We understand level x as the absence of signaling-based collaboration. If we clarify the definition of signaling-based collaboration, we expect that the definition of level x will become clearer. For example, signaling-based collaboration can be defined as signaling between AI/ML function blocks, and the corresponding AI/ML function blocks can be defined in LCM or functional framework.



FL comment: Alt 2 has majority preference.

Proposal 2-4a: 
Level x is implementation-based AI/ML operation without any collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration, such as enhanced feature reporting for positioning that may be introduced out of the Rel-18 AI/ML air interface study.)


Level y-z boundary

Qualcomm:
[bookmark: _Toc111196778]Proposal: Consider Proprietary Model and Network-configurable Model as two separate categories for RAN1 discussion.
	Model type​
	Proprietary model​
	Network-configurable model​

	Differing Characteristics​
	· Proprietary structure and parameters​
· Delivery in a proprietary format​
· Runtime delivery out of scope​
	· Configurable model parameters​
· Configuration delivery in a standardized format​
· Runtime delivery of parameters procedure defined​

	Common characteristics​
	· Offline model structure development and testing​
· Signaling-based model management via model ID​ (activation, monitoring, deactivation)



[bookmark: _Toc111196779]Proposal: Define Level y-z boundary based on whether the AI/ML model being delivered is a Proprietary Model (in Level y) or a Network-configurable Model (in Level z).
	(A)
Proprietary Model with no spec impact
	(B) 
Single Proprietary Model​
	(C) 
A family of Proprietary Models with model switching​
	(D) 
One or a family of Network Configurable Models​

	Level x
	Level y
	Level y or z?
	Level z

	· Model generation (offline)​
· Proprietary AI/ML operation ​
	· Model generation (offline)​
· Initial model delivery​
· Activation​
· Monitoring​
· Deactivation​​
	· Model generation (offline)​
· Initial model delivery​
· Activation​
· Monitoring​
· Run-time model delivery​ (proprietary)
· Model switching​
· Deactivation​
	· Model generation (offline)​
· Initial model delivery​
· Model parameter configuration​
· Activation​
· Monitoring​
· Run-time model delivery​ (proprietary or 3gpp)
· Model switching 
· Model parameter update​
· Deactivation​




OPPO:
· Model transfer in Level 2 is for model switching or updating.

Xiaomi:
Proposal 9: Clarify the following aspect for the collaboration level framework
· Exchange of intermediate parameters during training is categorized to level z   

MediaTek:
Proposal 7: If AI/ML model from the OTT server to the peer entity is transferred as UP traffic, it is considered as collaboration Level y. 

ZTE:
[image: Diagram
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Proposal 2: To facilitate further evaluation in RAN1, at least consider following assumptions for model delivery:
· gNB centric: Model delivery via signalings between gNB and UE
· Core network centric: Model delivery via signalings between CN and NG-RAN
· Cloud centric: Model delivery is transparent to specifications (e.g., via application layer from OAM or OTT sever)

Huawei:
Observation 3: Level x refers to implementation-based AI/ML operation without any collaboration between network and UE, and Level y refers to AI/ML operation requiring signaling exchange between network and UE to facilitate model training/updating, inference and monitoring, without explicit model structure or parameter information.

OPPO:
Proposal 9: Study two types of AI/ML model transfer for inference:
· Type 1: Non-3GPP-based model transfer + model mapping for 3GPP-based model scheduling
· This is the default type.
· Type 2: 3GPP-based model transfer.

Question 2-5: 
FL comment: Should non-3gpp-based model delivery (e.g., via application layer from OAM or OTT sever) be viewed as model transfer (hence level z) or not (hence level y)? 
(Clarification: The non-3pp-based model delivery still involves 3gpp signaling, such as the network configuring a model ID to the UE and the UE subsequently downloading the model corresponding to the model ID from an OTT server via the non-3gpp-based method.)

	
	Yes
	No

	Answer
	Apple, Google, OPPO, AT&T
	DCM

	Company
	Comments

	Apple
	Model transfer can use user plane solution or use control plane solution. When user plane solution is used, there are minimum specification impact related to model transfer itself since it is transmitted as application data. However, UE capability definition to support model transfer, is the main specification impact. Therefore, it is still considered as level z.  
Also model ID definition is required regardless model transfer is used or not. So it apply to both level y and z.  

	vivo
	As commented by Apple, both control plane and user plane-based solution can be viewed as model transfer. But user plane-based solution may not be non-3gpp-based model delivery. It is also possible that 3GPP may define model transfer solutions in application layer in other groups.
Companies need to be aligned on the understanding that the essential element for model transfer is to have an interactable interface that allows flexible and open coordination between multiple parties rather than based on proprietary solutions. We need to have clarification on this for now.

	CAICT
	We also think non-3gpp-based model delivery should be part of level z. The details of control plane and/or user plane-based solution could be further discussed. 

	Qualcomm
	There is very big difference between:
(1) Delivering a run-time binary image from a proprietary model server to a UE.
(2) Delivering a model description in a standardized format from a 3gpp network to a UE
Example for (1) is that a proprietary model is developed, its run-time binary image is stored at a proprietary server, and the model is registered to the network and assigned a model ID. Subsequently, the network configures UE to use the model via indicating the model ID, and the UE downloads the run-time image from the proprietary server.
There is big difference between (1) and (2) in that:
(1) has little specification impact, the AI/ML model remains proprietary, and the download format does not need any specification. All the network knows is the model ID.
(2) requires major specification impact to define the model representation format, and requires advanced UE capability of compiling the downloaded model description.
Given this big difference, we prefer to view (1) as level-y.
However, if the group prefers to view (1) as level-z, then the coverage of “model transfer” is very large, and there should be major distinction in RAN1 discussions between the flavor (1) and the flavor (2). 

	Huawei, HiSilicon 
	The definition of non-3gpp-based model delivery is too broad and it is not clear exactly what it will be, thus difficult to judge whether it should belong to model transfer we are discussing here. In our understanding, there seems no need to discuss and make decision here, especially the definition of non-3gpp-based model delivery here is unclear. Instead, let’s focus on the discussion of two-sided AI/ML model first, once how to enable two-sided AI/ML model is clearer, it might be easier to see the scope of model transfer. 

	NVIDIA
	We feel that the meaning of “non-3gpp-based model delivery” is very ambiguous. Without a clear definition, one can argue either way if it’s level y or level z or both.

	OPPO
	Non-3gpp-based model delivery can be studied under Level z. Level y is only related to model inference. Non-3gpp-based model delivery is naturally the default model transfer mechanism as we can do nowadays. 3GPP-based model delivery can be studied also under Level z, whose advantage over non-3gpp-based model delivery needs to be verified. But defining the model transfer format will be complicated. And the evaluation methodology for 3GPP-based model delivery is unclear at all. So we suggest to prioritize non-3gpp-based model delivery for Level z in Rel-18 study. 

	Xiaomi
	We slightly tend to consider the case as model transfer. The involved signaling or procedure for the model transmission may be different, but the impact on the UE is quite similar. Non-3gpp model delivery also requires UE to have the ability to compile and run the model from other node. 

	Futurewei
	First, as we are discussing model transfer from RAN 1 perspective, we believe the definition needs to be clarified to represent model transfer involving air-interface.
Second, this is an example the current classification approach is not able to represent the case well. Using our two-tier approach, the answer is clear; it depends on whether any signaling and interaction is involved.
	Level
	Tier 1: Interaction
	Tier 2: Signaling

	0
	No collaboration
	No collaboration

	1
	One-sided model
	Signaling, but no model transfer

	2
	Two-sided model
	Signaling + model transfer




	Ericsson
	The term “non-3gpp-based model delivery “needs to be defined first

	NTT DOCOMO
	Non-3gpp-based model delivery can be completely transparent in 3gpp. We think even the UE capability report supporting non-3gpp-based model delivery also can use user plane, which is transparent in 3gpp too. Hence, level y can include non-3gpp-based model delivery, as it has no impact on 3gpp spec.

	LG
	Our understanding is that, if any action for model transfer impacts 3GPP specification such as new signaling, it can be viewed as model transfer. However, it is unclear whether non-3gpp-based model delivery should always involve 3GPP signaling.

	Lenovo
	If the model isn’t transferred over 3GPP air-interface, it should not be regarded as Level z, because the ‘collaboration level’ is defined for the network-UE interaction within 3GPP. 

	Mediatek
	Agree with vivo that user plane-based solution may not be non-3gpp-based model delivery. If AI/ML model from the OTT server to the peer entity is transferred as UP traffic, it can be considered as level y.  

	ZTE
	According to the definition in last meeting, model transfer refers to model delivery over air interface. Non-3gpp-based model delivery has no specification impact. However, this could be the way to do the model delivery since it’s hard to define model transfer via 3GPP signaling right now. Therefore, we think level y could cover the non-3gpp-based model delivery. For example, after UE downloads the AI model, UE may need to disclose some model information (e.g., model ID, model input and output etc.) so that network can do the scheduling. 
In addition, for level z, we need to discuss the model transfer is via RRC singaling or NAS singling (e.g., for positioning from LMF to UE).

	CATT
	The ‘delivery’ of non-3gpp-based model is a little ambiguous. This may depend on whether or not (and if yes, by which layer/plane) the network is aware of that such delivery is for a proprietary AI/ML model, which will be registered with an ID and used in physical layer, even before delivering it to the UE.

	AT&T
	Tend to agree with Apple

	CMCC
	In our view, Level-z means model delivery over air interface.  The non-3gpp-based model delivery can be viewed as Level-y.

	Fujitsu
	Model transfer and its categorization need to be further studied. It is unnecessary to conclude it right now.

	Sony
	Before discussing this, should we define what is 3gpp-based model and non-3gpp-based model?

	Panasonic
	If a model is not transparent to 3gpp specification regardless of the delivery is 3gpp based or not, it should be level z. It is similar situation that sidelink related pre-configuration can be sent over OTT but it is not transparent to 3gpp.





Common aspects

Qualcomm:
[bookmark: _Toc111196780]Proposal: For any collaboration level (x, y, and z), UE is NOT REQUIRED to support arbitrary models without testing.
[bookmark: _Toc111196781]
Panasonic:
Proposal 4: The model upload needs some test/verification before the network uses the AI/ML model trained by UE.
Proposal 5: The model download would require some reference model to allow the HW accelerator with fixed point calculation to reduce the power consumption and to reduce the complexity.


Proposal 2-6: 
For any collaboration level (x, y, and z), UE and gNB are NOT REQUIRED to support arbitrary models without testing and certifying them.

	
	Yes
	No

	Agree?
	OPPO (can be a conclusion), DCM
	

	Company
	Comments

	Apple
	Any specification impact related to proposal? Seems to be implementation issue. 

	vivo
	Agree with Apple.

	CAICT
	The details of model testing and certifying process could be included in LCM.

	Huawei, HiSilicon 
	To ensure the performance, we share with the sprite of the proposal here. However, we also think the proposal is not needed. 

	NVIDIA
	The proposal seems to state the obvious. That said, without sufficient progress in model transfer discussion, this proposal is premature for discussion.

	Google
	We also do not know why this proposal is needed.

	OPPO
	The proposal is helpful to clarify the understanding of the group, although I guess it is obvious for most of companies. It may be a conclusion if it is only for clarification.

	Xiaomi
	We could understand the intension of the proposal. Then our question is how to guarantee this point from the aspect of the standardization?  

	Futurewei
	Agree with Apple and vivo that this sounds reasonable but may not need to be discussed in RAN1.

	Ericsson
	We think the term Arbitrary is too vague. There need to be some restrictions on the e.g. model types, size, complexity etc. We don’t need to agree on such proposal at this stage


	Panasonic
	Arbitrary models aspects can be the conclusion. The need of testing and certification would be useful to have the agreement.

	LG
	Same question/view as Apple. 

	Lenovo
	The AI/ML model performance, e.g., complexity, power consumption, latency, is highly related with the hardware and software applied on UE. Whether an AI/ML model can be supported or not should be verified, which we think it can be involved in some model LCM sub-functions, such as the ‘model registration’ and/or ‘model activation’, for such certification.. 

	Mediatek
	The principle is generally true. But not clear about the spec impact.  It may be captured as observation

	CATT
	This seems to be a general principle of implementing AI/ML based approach (e.g. already part of model training or validation).

	Samsung
	Does this mean if a model is updated for example via transfer learning, it requires re-testing and re-certification? 

	CMCC
	Suggest to capture as an observation or conclusion.

	Fujitsu
	We need have common understanding on the testing and certifying procedure mentioned here first.

	Sony
	Share the Apple’s view.

	ETRI
	We also think that this is an implementation issue.




Qualcomm:
Proposal: Input to a Proprietary Model CANNOT be specified. 3gpp may still agree on nominal input for the purpose of evaluation study.

Proposal 2-7: 
Input to a Proprietary Model CANNOT be specified. 3gpp may still agree on nominal input for the purpose of evaluation study.

	
	Yes
	No

	Agree?
	DCM
	Apple, vivo, CAICT, Huawei, HiSilicon, NVIDIA, Google, OPPO, Xiaomi, Ericsson, Lenovo, ZTE, CATT, Samsung

	Company
	Comments

	Apple
	For model transfer, the input of the downloaded model should be signaled such as type (L1-RSRP, CIR etc), dimension and time/spatial domain info. Otherwise, the device cannot perform inferencing. For example, for beam management, if UE downloaded an AI model from NW, UE needs to know whether the model based on spatial beam input, or time domain input. 

For model trained and inferencing at the same node, input is not specified/signaled. It is up to implementation. 

	vivo
	We don’t need to discuss this before we have clear understanding on model deployment and transfer solutions.

	Huawei, HiSilicon
	It may depend on how to define proprietary model here, does Network-side AI/ML model can be considered as proprietary model also? The confusing part is that it seems proprietary model and network controllable model are given in Qualcomm paper, and it is not clear whether network side model belongs to proprietary model or network controllable model. In general, we also think it is too early to do this kind of categorization, for now we can just further study based on the terminologies agreed as working assumptions, e.g. one-sided model/two sided model and network-side model/UE-side model. 

	NVIDIA
	This would need to be discussed case by case. Such high-level/general proposal would be difficult to be agreed.

	OPPO
	Should be discussed under each use case/sub use case.

	Xiaomi
	We also think it is too early to discuss this proposal.   Currently it seems different companies have different understanding on the proprietary model. We need to align the understanding of this terminology first. Secondly, whether the input should be specified, we think it is better to be discussed in each use case by considering the performance gain, deployment feasibility , signaling overhead and etc. 


	Ericsson
	It is too early to draw such conclusions

	NTT DOCOMO
	The input format information can be viewed as a proprietary asset as well, because it affects the model accuracy heavily. We do not think the exact input and format should be specified in 3gpp.

	LG
	This could be discussed/decided on per (sub-)use-case.

	Mediatek
	Agree with Huawei that it’s too early to categorize the model into proprietary Model and network-configurable Model at the very beginning. We should focus on the interactions between gNB and UE for each use case and evaluate later whether proprietary or 3gpp-based solution would be proper. 


	CATT
	More progress on the study in each use case (especially for two-sided model) is needed to make such decision. 

	Samsung
	Agree with vivo. This can wait. 

	CMCC
	Agree to discuss later.

	AT&T
	Agree with NVIDIA that it is too early to agree to this proposal without further investigating the solutions/impact of model transfer for different use cases.

	Fujitsu
	The concept of Proprietary Model should be clarified and agreed first.

	Sony
	Share the vivo’s view.

	ETRI
	After studying the model transfer solution more, we can further discuss the above.




Prioritization in SI
NTT DOCOMO:
Proposal 1: Define procedure to finalize the representative sub use cases for efficient discussion as following.
Step1. Determine candidates of representative sub use cases in AI 9.2.X.2 based on initial evaluation results and potential specification impacts discussed in the contributions
Step2. Agree on evaluation methodology specific to each candidate of representative sub use case in AI 9.2.X.1 by RAN1#110b-e
Step3. Finalize representative sub use case for characterization and baseline performance evaluations by RAN#98
[image: A picture containing graphical user interface
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Figure 1.  Proposed timeline to finalize representative sub use cases.



Prioritize offline training
OPPO:
Proposal 12: In the early stage of Rel-18 study, prioritize study of the AI/ML inference over the study of AI/ML training.
· [bookmark: _Hlk111761917]Study offline training with high priority and as the default training type.
Proposal 13: First agree on the most necessary notation and terminology list for categorizing/prioritizing AI/ML approaches.
· Prioritize the notation and terminology definitions for AI/ML inference over that for AI/ML training.
· FFS other notations and terminologies

CATT:
Proposal 10: For AI/ML-based approach in air interface, use offline training as the starting point.

Intel:
[bookmark: _Hlk111767712]Proposal-2: Prioritize the study and evaluation of offline training for this TR

Spreadtrum:
Proposal 5: Offline AI/ML model training is the first priority.

Xiaomi:
Proposal 3: Prioritize the study of offline training in Rel-18

Samsung:
Proposal #6: Deprioritize online model development requiring extensive training and testing dataset sharing in this study item.  
Ericsson:
Proposal 12	Prioritize AI/ML model deployments based on offline training.


Proposal 2-8: 
Prioritize offline training in Rel-18 study.
(FL note: RAN1 have not defined the terminology offline training yet, but this proposal can still be applicable to deprioritize those training scenarios that are indisputably not offline training.)

	
	Yes
	No

	Agree?
	Apple, CAICT, Google, OPPO, Xiaomi, Futurewei (with comments), DCM, CATT, Spreadtrum
	AT&T,Fujitsu

	Company
	Comments

	vivo
	We need to have common understanding for offline training first.

	Huawei, HiSilicon 
	Also think better to have common understanding on what offline training means here first, e.g. for two-sided model offline training corresponding which candidate type of the training? However, we also prefer not to spend too much time on defining what does offline training mean here at this stage, instead we should discuss and evaluate the training types of one-sided model and/or two sided-model first.  

	NVIDIA
	Though we agree that offline training would be the most promising one in the near future, it does not appear necessary to formally make such a prioritization agreement.

	OPPO
	Prioritize offline training in Rel-18, which is:
· Non-real-time training, and
· Performed in a non-operational environment (e.g. not at UE or gNB)
Other training mechanisms can be treated with lower priority, including those:
· Real-time training, or
Performed in an operational environment (e.g. at UE or gNB)

	Xiaomi
	We are OK to align the understanding of offline training first and then prioritize the kind of training in Rel-18

	Futurewei
	We agree with this proposal in general. However, we would like to add a note to indicate that companies may choose to adopt online training with justification, e.g., the tradeoff between performance gains and standards impact.

	Ericsson
	We support this proposal. But also share the view of agreeing on the offline training terminology.

	LG
	From working procedure perspective, we need definition of online and offline training before discussing on this proposal.

	Lenovo
	We understand that there could more challenges to support online training, and the offline training can be prioritized to make us focus on the model inference performance evaluation. However, in this stage and agenda, it could not be a good idea to exclude any possibility for AI/ML operations, which is much dependent on the sub use cases selection. 

	CATT
	We think offline training should be a starting point, which is more ‘mandatory’ to support; online training is more ‘optional’ as it usually has higher requirement. 
But online training should be allowed in the study, if the time is sufficient.

	Samsung
	Ok.

	AT&T
	Agree with vivo/NVIDIA. The exact definition of offline training should first be well defined with a common understanding since data collection and updating one-sided/two-sided models for training before and during (not necessarily in real-time) field deployments is a very important practical aspect that should be considered during the study item. 

	Fujitsu
	If offline training is mainly implementation issue, why it is prioritized in Rel-18 study?

	Sony
	We also think to have common understanding the definition of offline training first.

	ETRI
	Before discussing this, we should define the terminology offline training first.




FL comment: To revisit this after online and offline training terminologies are agreed.


Prioritization of Level-y over Level-z

OPPO:
Proposal 8: ...
· Treat Collaboration Level 1 with high priority.

Qualcomm:
[bookmark: _Toc111196782]Proposal: Deprioritize Network-configurable AI/ML Models until clear needs and benefits are identified.


Proposal 2-9: 
Treat collaboration Level-y with high priority than Level-z.
	
	Yes
	No

	Agree?
	
	Apple, vivo, CAICT, Huawei, HiSilicon, NVIDIA, Google, Xiaomi, Futurewei, Ericsson, NEC, Mediatek, ZTE, CATT, Samsung, ETRI

	Company
	Comments

	Apple
	Need to clarify after Q2-5 is agreed. 
If model transfer as data payload (user plane solution is level-y), then it is OK. 

	vivo
	We don’t agree with this before we have common understanding on the pros and cons of different collaboration levels.

	Huawei, HiSilicon
	We agree that level-Z is challenging from many aspects, e.g. compatibility issue and model representation format issue. However, it is too early to make conclusion on what should be prioritized, since we don’t have full study and evaluation on different levels yet. For AI SI for air interference, we should aim to study the main candidates well, and then identify the best way to enable AI/ML for air interface. 

	NVIDIA
	Though we agree that Level y would be the most promising one in the near future, it does not appear necessary to formally make such a prioritization agreement.

	Google
	This should depend on use cases.

	Xiaomi
	Currently, the boundary between level y and level z is not clear and companies also have different understanding on the model transfer. It is too early to discuss this proposal. 

	Futurewei
	Need to have an agreed-upon collaboration level first before discussing this.

	Ericsson
	It is too early to draw this conclusion at this stage. We need to elaborate on the use cases and collaboration levels first. 

	NTT DOCOMO
	In sub use case discussion, we agree that level-y should be prioritized than level-z, because the discussion should consider impacts in the upcoming release. But general aspect discussion includes the long-term application as well. Then, we prefer to confine the proposal 2-9 only in sub use case discussion.

	CATT
	We can have parallel study for all of them.
Anyway, we need to provide answers to the pros and cons, spec impact, mechanism… for all collaboration levels, as required by the SID, which needs investigation effort for all of them.

	Samsung
	Better to study the two collaboration levels first. 

	CMCC
	We think the potential solutions to support model transfer should first be discussed. For the long-term, we think it is necessary to support Level-z.

	AT&T
	We believe it is too early to make this decision until the feasibility of different approaches for specific use cases is further evaluated. Network-configurable models are very desirable in terms of ensuring consistent performance monitoring and targeted usage in scenarios as the technology begins to be widely deployed.

	Fujitsu
	The pros and cons for supporting model transfer should be studied first.

	Sony
	We think it is early stage to discuss this before discussing each level’s pros/cons.

	ETRI
	We need to study feasibility and performance for each level for each sub-use case first, then discuss priorities.




China Telecom:
Proposal 3: The collaboration level z with model transfer can be divided into two categories:
1) Unified model structure is known at both gNB and UE side, only model parameters need to be transferred.
2) Both model structure and parameters need to be transferred.
Proposal 4: The category 1 of collaboration z can be prioritized, once the performance of corresponding use cases or sub use cases with AI model transfer can be evaluated well with assumption of above category 2.

Proposal 2-10: 
Within Level-z, treat “parameter-only update” with higher priority than “structure and parameter update”.
	
	Yes
	No

	Agree?
	DCM
	Google

	Company
	Comments

	Apple
	How is the model structure communicated between gNB and UE? Is there specification work expected here, or this is also offline multi-vendor negotiation? 


	vivo
	We should first try the following proposal before discussing prioritization:
Proposal: Consider the following two different categories for model transfer:
· Cat1: Signaling-based collaboration with model transfer only to update parameters
· Cat2: Signaling-based collaboration with model transfer to update parameters and model structure
· FFS prioritization


	CAICT
	Same view as vivo.

	Huawei, HiSilicon 
	According to the proposal, “parameter-only update” belongs to level-z, i.e. model transfer. If model transfer here only means updating parameters, then what to do with structure? Without clear understanding on what to do with structure, it is difficult to conclude we should prioritize parameter-only update. 

	NVIDIA
	We first need to align the understanding of the different ways of model transfer.

	Google
	This proposal is unclear to us. What is the definition of “parameter” and “structure” in this proposal?

	OPPO
	Again, we think it is too early to deprioritize any one under Level z. But we think Level z is generally in lower priority than Level y. 

	Xiaomi
	We’d like to first understand the motivation for this categorization and how to apply this categorization. Is it used to define finer collaboration level or to define different UE capability ? 

	Futurewei
	Need to agree on the collaboration levels and model transfer categories first. Defer this to the later.

	Ericsson
	Agree in general since a parameter update should be easier than a model structure update. But it is too early to discuss such aspects.

	NTT DOCOMO
	We support the proposal. The feasibility of updating only structures or both model structure and parameters is different. The collaboration level should capture this aspect as well.

	LG
	If Proposal 2-9 can be agreed, 2-10 seems not necessary.

	Lenovo
	It is too early to discuss this, since the views on how and whether the overheads and requirements on the specification impact of these two categories are needed is much diverse. Before determining the priority, it is necessary to have clear definitions on the collaborations in Level-z. 

	Mediatek
	Same view as Huawei. Even for “parameter-only update”. It is unclear what parameters are needed and how to communicate those parameters between gNB and UE.

	ZTE
	Too early to have this. We should firstly understand what are the differences between two options from implementation perspective.

	CATT
	Prefer to make ‘same structure’ more clear first. For example, does it mean not only the ‘type’ (e.g. CNN, RNN), but also all the connection ways (e.g. number of layers, number of neutrals in each layer, and the connection relationship…) are identical?
Besides, this question is more or less overlapped in collaboration level definition. We see some companies define finer Level z from this angle. Seems too early to make such conclusion. 

	Samsung
	Agree with the categorization. It is better to study the two categories first to make prioritization. 

	CMCC
	The deployment difference of updating only structures or both model structure and parameters should be clarified.

	AT&T
	Agree with Google that the difference between parameter and structure is still unclear

	Fujitsu
	Before prioritization, we’d better clarify the overhead and STD impacts for model transfer first.

	Sony
	Before prioritisation, we should study level-z model transfer schemes.

	ETRI
	Whether to introduce sub-levels for level z should be decided first.





ML model Life Cycle Management
vivo:
Proposal: Study lifecycle management for different collaboration levels case by case.
Proposal: For lifecycle management, agree on the following aspects for study and specification impact analysis for each of the collaboration levels.
· UE capability
· Traing data collection and exchange
· Model transfer or deployment
· Model selection, activation, and deactivation
· Model inference procedures, including exchanged data and other signalings  
· Model performance monitoring and related signaling support
· Model training and updating 
Proposal 20: Base on analysis on life cycle management, the expected specification impacts of level y-a are:
· Capability report
· Assistance information for inference
· Signaling-based model management
· Model activation and deactivation
· Performance monitoring

Proposal 21: Expected specification impacts of level y-b are:
· Data collection assistance
· Model registration and model switching
· Model updating procedures, including separate training or joint training
· Other necessary aspects in level y-a
Proposal 22: Expected specification impacts of level z are:
· Model transfer
· Other necessary parts in level y-a and level y-b, except specified model update procedures
Proposal 23: Study lifecycle management for different granularities of model training and update.

ZTE:
Proposal 7: Further study model life cycle management, which should at least include:
· Model description 
· Model functionality, model ID, model input data type/size, model output data type/size, pre-processing of model input and post-processing of model output for an AI/ML model.
· Model configuration 
· UE capability report
· Dynamic UE capability report
· Conflicts handling between conventional method and AI based method
· Model activation/deactivation/switching
· Model update 
· Retraining or fine-tuning via offline training
· Retraining or fine-tuning via online training

Sony:
Proposal 3: RAN1 should study monitoring, validating and the update process of the AI/ML model.

Fujitsu:
Proposal 1: two types of functional framework and LCM can be studied separately:
· Framework and LCM for one-sided model.
· Framework and LCM for two-sided model.
Proposal 2: The study on functional framework/LCM for one-sided model can be classified into two sub-categories:
· Framework and LCM for network-side model
· Framework and LCM for UE-side model
Proposal 3: Considering that the framework and LCM are categorized in the same way, and the fact that there are many overlapping discussions in-between, it is suggested that:
· Functional framework and LCM can be studied together

Proposal 4: For UE-side models, the following aspects are suggested to be studied:
· Model inference: ML-specific configurations and reporting,
· Model monitoring: monitoring probe or label, network-controlled model-switching mechanism or UE-based model-switching mechanism
· Model training: label or label signal for model training-related and finetuning-related issues: performance gain, signalling and procedure, overhead of training over air interface.
[image: ]
Fig-2. Framework/LCM for UE-side model


Proposal 5: For network-side model, the following aspects are suggested to be studied:
· Model inference: assistance information and signal to provide further gain of a network-side model.
· Model monitoring: monitoring probe or label in the case of monitoring by UE. 
· Model training: differences between using cell-specific model and UE/UE group-specific model.
· Additional signalling and procedures for model selection.
[image: ]
Fig-3. Framework/LCM for network-side model


Proposal 6: For two-side model, the following aspects are suggested to be studied:
· Model inference: joint interaction signaling to align the model operations of UE side and gNB side. 
· Assistance information and signal to offer further gain of a network-side model.
· Model monitoring: monitoring probe or label for either monitoring at UE or monitoring at gNB.
· Activation/deactivation with aligned operations cross the air.
· Model training: multi-vendor collaboration framework and methods to enable independent training, such as common-dataset-based method
[image: ]
Fig-4. Framework/LCM of two-sided model

Google:
The AI/ML life cycle management (LCM) should include the following functions:
· Model transfer and update
· Model activation/deactivation
· Model performance validation
· AI/ML inference processes management

OPPO:
Proposal 14: Further study the following gNB-UE signaling supporting AI/ML inference:
· Model activation/deactivation and switching
· Model configuration (if needed)
· Data exchange for two-side AI/ML inference
· Performance monitoring.

NVIDIA:
Proposal 8: For AI/ML model training in each NR air interface enhancement, study potential specification impact related to training data type/size, training data source determination, and assistance signalling and procedure for training data collection.
Proposal 9: For AI/ML based enhancements for NR air interface, study potential specification impact related to assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection.
Proposal 10: For AI/ML based enhancements for NR air interface, study potential specification impact related to assistance signalling and procedure for model performance monitoring and model update/tuning.
Proposal 11: For AI/ML based enhancements for NR air interface, study potential specification impact related to report/feedback of model input for inference, type of model input, and model input acquisition and pre-processing.
Proposal 12: For AI/ML based enhancements for NR air interface, study potential specification impact related to report/feedback of model inference output and post-processing.
Proposal 13: For AI/ML based enhancements for NR air interface, study potential specification impact related to UE capability for AI/ML based beam prediction including model training, model inference and model monitoring.

Intel:
Proposal-5: For model LCM, agree on the following aspects for study and specification impact.
1. Model configuration, activation, and deactivation
1. Model download
1. Model performance monitoring and related signalling support
1. Model selection and update
1. UE capability impact 

China Telecom:
Proposal 5: The process of LCM of an AI/ML model consists of six phases, including Data Collection, Model Training, Model Configuration, Model Inference, Model Performance Monitoring, and Model Update/Selection.

Samsung:
[Proposal #5]: Study different levels of requirements involved with the life cycle management for one-sided and two-sided models, respectively. 
LG:
Proposal #3: Following states can be considered for defining stages of AI/ML algorithms
· Model training & deployment stage 
· Model inference stage
· Further consider whether to define another stage for model update which could include model termination
Proposal #4: Consider multiple learning stages or classes, where each stage or class may be defined based on respective performance reference/requirement, training status, etc.

Nokia:
Proposal 11: RAN1 to agree on the reference LCM description and study the signaling required to support LCM on a per-use case basis.

Rakuten:
Proposal 2
AI/ML Model Synchronization method need to be defined, this is the process through which gNB and UE can discover the stored model repository of each other.

Proposal 3
AI/ML Model activation, deactivation, and update procedure between gNB and UE need to be studied and defined.

Proposal 4
Process of AI/ML Model Download procedure from gNB, 5GC or external repository also need to be defined.

Proposal 5
Process or existing Model upgrade through information exchange between gNB and UE need to be studied and standardized.

Proposal 6
Process of selecting a Model or inference for both gNB and UE need to be discussed.

Proposal 7
Process of Model/inference validation in terms of compatibility, installation, syntax, performance need to be studied.

Proposal 8
AI/ML Model/inference performance monitoring and feedback also need to be discussed and specified.

Proposal 9
Process to roll back AI/ML Model/inference after new upgrade or update need to be studied.

Apple:
Proposal 2: Life cycle management 
· For one side model without AI model transfer, when the training and inferencing is at the NW,  life cycle management can be implementation-based solution. 
· For one side model without AI model transfer, when the training and inferencing is at the UE,  life cycle management can be use case dependant.  
· For two-sided model, or with AI model transfer, co-ordinated life cycle management for training, model update, model transfer and inferencing are required.  

Proposal 2-11: 
Study the following aspects in Life Cycle Management
· Data collection
· Clarification: This also includes associated assistance information.
· Model training
· Model registration
· Model deployment
· Clarification: This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. Terminology is to be defined.
· Model configuration
· Model inference operation
· Model activation and deactivation
· Fallback operation
· Model switching and selection
· Model monitoring
· Model update
· Clarification: This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability

	
	Yes
	No

	Agree?
	 Apple, vivo(except model registration, model configuration which are not defined yet), CAICT, NVIDIA, OPPO, Futurewei, Keysight, Ericsson, Panasonic, DCM, NEC, Lenovo (with a comment), Mediatek, Rakuten, CATT, KDDI, CMCC, AT&T,Fujitsu, Spreadtrum, ETRI
	

	Company
	Comments

	Apple
	We in general agree on the list to study. 
We would like to add a note that some of the aspects of the list are implementation based, may not have specification impact.  

	vivo
	Model registration and model configuration have not been defined yet. Maybe we can first agree on a list without these two.

	Huawei, HiSilicon 
	We are fine in principle. However, regarding the first clarification, it is not clear what assistance information it will be and thus not clear whether it will exist or not, at this early stage suggest to modify as below:
Clarification: This also includes associated assistance information if applicable.

	Google
	Same view as vivo

	OPPO
	Generally fine with the study scope. But share the same view as Huawei that the proposal should not intend to confirm the necessity of all the bullets. Maybe a note can be added for the whole proposal:
· The necessity of the above aspects are FFS.

	Xiaomi
	We are generally OK to discuss this list. But we have the following comment
· As commented by other companies, some terminologies should be discussed first, e.g., model configuration, model registration 
· We notice there is some overlapping between the listed items. For example,  “model switching and selection”, “Fallback operation” would involve the “Model activation and deactivation ” . So we suggest to merge these 3 items as one “Model selection and model activation/deactivation, e.g., model switch, fallback operation”
· In addition, based on the discussion situation, some new items would be introduced or the listed items would be removed. So we proposed to add one Note to state adding new item and removing the existing item is allowable. 

	Futurewei
	Agree in general, with the understanding that other aspects may be added if companies agree in the future.

	Ericsson
	Share the view with Huawei regarding assistance information

	Lenovo
	There will be more other things in the future, so we suggest the following updating:
Study the following different aspects in Life Cycle Management, including at least:

	ZTE
	Agree with the terminologies that already have clear definitions.

	CATT
	To address vivo and Google’s concern, maybe we can put a square bracket on these two for now. The square brackets will be removed once the definitions are clear.
Also fine with HW’s update.

	Samsung
	Ok

	Fujitsu
	We agree on the list in general. Besides, considering the distinct features between one-sided model and two-sided model, we suggest discussing the aspects of the list according to one-sided model and two-sided model.   

	Sony
	We are basically fine with the proposal. As vivo’s comment, some terminologies should be defined in terminology list.

	ETRI
	We support this proposal.




FL note: We will proceed to the discussion of each subsection once the corresponding aspect in Proposal 2-11 is agreed to be studied.

FL comment: Updated proposal to be presented at the 8/22 online session:

Proposal 2-11a: 
Study the following aspects in Life Cycle Management
· Data collection
· Clarification: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Clarification: This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. Terminology is to be defined.
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring
· Model update
· Clarification: This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 


Data collection

Qualcomm:
[bookmark: _Ref101884363][bookmark: _Ref102057611][bookmark: _Toc102120435][bookmark: _Toc111196783][bookmark: p10]Proposal: Study meta-data assistance signaling for UE’s training data collection for AI/ML Model development. Here, meta-data refers to auxiliary information on data, such as an ID assigned for each distinct beam configuration. Meta-data can be used for scenario discovery during offline model development and scenario association during inference.
[bookmark: _Toc102120436][bookmark: _Toc111196784][bookmark: _Ref101884368][bookmark: p11]
Proposal: Study (noisy) ground truth assistance signaling for UE’s training data collection

[bookmark: _Toc111196785]Proposal: Study dataset download from the network to the UE.

[bookmark: _Ref101884374][bookmark: _Toc102120437][bookmark: _Toc111196786][bookmark: p12]Proposal: Study assistance information signaling to UE for AI/ML Model training and inference.

Huawei:
Proposal 2: Study the potential spec impact of data collection from realistic network for supporting the model updating and monitoring of AI/ML model.

Proposal 3: The study of data collection should follow the principle given in the SID, i.e., user data privacy needs to be preserved. 

TCL Communication:
Observation 1: The reporting of ground truth is an overhead to the involved UE or gNB. The quantization should be designed with less quantization bits.
Proposal 1: The group reporting of ground truth is a feasible way to reduce the reporting overhead.

vivo:
Proposal 24: Study how to construct a representative dataset (including matching between training and inference) for real-world problems for each use case/sub use case.
Proposal 25: Study different ways of dataset construction from overhead and latency perspective. 
Proposal 26: Study how to align the reference point for data collection between different parties. 
Proposal 27: Study data collection requirements in different stages of the model generation and finetuning. 
Proposal 28: Study options for interactions between different entities for data collection, e.g., the interactions between UE, gNB, LMF, NWDAF, etc. Send LS to RAN3 and SA to ask the feasibility of these options.

NEC:
Proposal 4: Study the methods of field data collection for online AI/ML model training.
Proposal 5: Study whether and how the legacy CSI framework, BM framework and positioning framework can provide sufficient data for model training and model inference.

Ericsson:
Proposal 10	Study the feasibility of using at least Layer-1 CSI reporting framework, RRC-message based framework, and/or SRS framework for data collection for AI on PHY use cases.

Proposal 11	The necessity of collecting non-radio-measurement data together with the radio-measurement should be firstly studied and justified in each AI on PHY use case study before discussing the method for collecting this type of data.

CMCC:
Proposal 3: For model life cycle management, study the following stages and potential specification impact. 
· Model training
· Assistance of data collection from gNB or UE may be needed
· Model deployment
· Model requirements for model testing should be defined for each use case 
· Model monitoring
· Direct or indirect KPIs should be defined for each use case
· Model updating/switching
· Model updating/switching mechanism 
· Fall back to traditional algorithm

CMCC:
Proposal 5: A common data set for each use cased could be encouraged to be constructed for evaluation and cross-checking of performance.

Training
Huawei:
Proposal 4: For further study of one-sided AI/ML model, model training and model inference at the same node should be considered as a starting point, i.e.,
· On-network training for Network-side model
· On-UE training for UE-side model

Spreadtrum:
Proposal 6: The generalization of AI/ML model should be specifically considered during AI/ML model generation.

CMCC:
Proposal 3: For model life cycle management, study the following stages and potential specification impact. 
· Model training
· Assistance of data collection from gNB or UE may be needed


ETRI:
Proposal 3: For the one-sided AI/ML model, the training operation of an AI/ML model is performed in the same side with inference operation, and is transparent to the other side.
· For the NW-sided AI/ML model, training operation is performed at the NW.
· For the UE-sided AI/ML model, training operation is performed at the UE or AI/ML server for UE.

Rakuten:
Proposal 10
Following type of Model training can be investigated for UE and gNB.
[image: ]



Two-sided AI/ML model training
Qualcomm:
Development of two-sided AI/ML models belongs to an offline engineering domain
· Centralized training: 
· UE-side model and NW-side model are trained by a single entity at the same time in a single training session
· Distributed training: 
· UE-side model is trained by one entity and NW-side model is trained by another entity at the same time in a single training session
· Separate training: 
· UE-side model is trained by one entity and NW-side model is trained by another entity separately in different training sessions, with collaboration outside the training process to ensure compatibility of the two-sided models.
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Huawei:
· [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Type 1: On-network training with model transfer to UE
· Type 2: On-UE training with model transfer to network
· Type 3: Joint training across network and UE without model transfer
· [bookmark: OLE_LINK12]Type 4: Separate training at network and UE without model transfer 
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ZTE:
Proposal 5: Further categorize the model training depending on model transfer and entities involved for model training and inference as follows:
· Without model transfer
· On-network training of one-sided model
· On-UE training of one-sided model
· Joint training of two-sided model with specified interactions between UE and network
· Joint training of two-sided model without specified interactions between UE and network
· Separate training of two-sided model
· With model transfer: 
· On-network training of one-sided model
· On-UE training of one-sided model
· On-network training of two-sided model 
· On-UE training of two-sided model 

Sony:
Proposal 2: RAN1 should study what signalling information would be needed for training and how to transfer an AI/ML model.

Samsung:
	No.
	Two-sided model development approach
	 Model development
	Requirement for offline model development/ update
	Challenges 

	1.
	Multi-vendor collaboration via training dataset and back propagation sharing
	 Offline or online 
	· Training dataset 
· Backpropagation gradient values 
	· Scalability 
· Overhead for online development (dataset sharing and gradient values sharing)
· Not aligned with 3GPP’s philosophy of open development 

	2.
	Multi-vendor collaboration via reference model sharing. 
	 Offline or online 
	· Training dataset or metadata
· Reference models
	· Scalability 
· Overhead for online development (dataset sharing and reference model sharing)
· Not aligned with 3GPP’s philosophy of open development

	3.
	Independent training based on structured latent space 
	 Offline or online 
	Transparent or model transfer
	· Performance has not yet been verified. 
· Overhead to align dataset



Proposal #7: Consider the following and study their impacts for the two-side model development approaches, 
· Requirements on privacy-sensitive dataset sharing 
· Scalability, i.e., whether the number of models one vendor should develop increases with the collaborating vendors
· Whether the development approaches adhere to 3GPP’s open and fair framework 
Ericsson:

Proposal 13	Adopt the following definition to study training mechanisms further for two-sided AI/ML models for a Model training aspect:
Model transfer Type 1 - The NW trains and transfers, to the UE, the UE side of the two-sided AI/ML model.
Model transfer Type 2 - The UE trains and transfers, to the NW, the NW side of the two-sided AI/ML model
Bilateral training (Type 3) - The UE and the gNB AI/ML models are jointly trained in a bilateral setup (offline)
Independent model training (Type 4)- The UE and the gNB AI/ML models are separately trained, but can operate under joint inference

Proposal 14	Exclude Type 2 based solutions from SI.

Proposal 15	For two-sided model Type 1,2 and 3, study if it is feasible by the specification to limit the maximum number of AI/ML models that need to be supported on the NW side.

Proposal 16	Send an LS to RAN4 asking for input on about the feasibility to verify by performance testing the UE side of two-sided AI/ML model based on AI/ML model transfer (Type 1 and Type 2), bilateral training (Type 3) and independent model training (Type 4).

Proposal 17	For two-sided model, separate evaluation results are needed for Type 3 and 4 to be able to conclude on the performance of these schemes. If no results are provided for Type 3 and 4, this needs to be reflected in TR.

Proposal 18	Send an LS to RAN2 asking RAN2 to study mechanisms for AI/ML model transfer considering Type 1 and Type 2. Aspects to study is at least the container of the AI/ML model, the time duration expected to perform a model transfer, when and what size of AI/ML models the NW or UE can store, which formats the AI/ML model can be developed in, if an identification of stored NW or UE-side AI/ML models is needed.

Proposal 19	For one-sided AI/ML models and two-sided AI/ML models based on independent model the training (Type 4) and deployment of AI/ML models is done in a proprietary manner by the device and NW vendor, respectively. No standard impact is foreseen.

ETRI:
Proposal 4: For the two-sided AI/ML model, study the feasibility of the AI/ML model training in the both of NW side and UE side first.
Proposal 5: For the two-sided AI/ML model, study the methodology to support the joint inference process including:
· Transformation to align different latent space(s) (e.g., Procrustes transformation)
· Regulation to have geometric similarities between different latent space(s) (e.g., isometry regulation)


Registration
Huawei:
Proposal 13: For UE-side model and two-sided model, study the model registration for AI/ML model LCM.

Apple:
Proposal 5: 3GPP consider define model ID for AI model life cycle management.  


Deployment
OPPO:
Proposal 10: Study the model deployment procedure separately from model transfer.
Proposal 11: Assume Non-3GPP-based model deployment as default.
· Study feasibility of 3GPP-based model deployment.

Ericsson:
Proposal 19	For one-sided AI/ML models and two-sided AI/ML models based on independent model the training (Type 4) and deployment of AI/ML models is done in a proprietary manner by the device and NW vendor, respectively. No standard impact is foreseen.

CMCC:
Proposal 3: For model life cycle management, study the following stages and potential specification impact. 
· Model deployment
· Model requirements for model testing should be defined for each use case 

Configuration

Inference
ZTE:
Proposal 6: For model inference, the efforts to identify specification impacts should focus on data collection for model input and report feedback based on the model output. 

Spreadtrum:
Proposal 8: AI/ML model inference can be located at UE side or gNB side or both UE and gNB side, which is use case specific.

Ericsson:
Proposal 20	For a one-sided AI/ML models located at the UE side the output of the inference needs to be defined
For two-sided AI/ML model based on the UE side the following needs to be defined:
for model transfer (Type 1) and bilateral training (Type 3) the input for inference to the UE sided AI/ML model needs to be defined;
for independent model training (Type 4), input for inference at the UE-side and the space of all possible outputs for inference needs to be defined.


Activation, switching, deactivation
Qualcomm:
Proposal: ... Meta-data can be used for scenario discovery during offline model development and scenario association during inference.

Huawei:
Proposal 12: For one-sided model and two-sided model, network can switch/update AI/ML model  depending on model monitoring and/or UE request for guaranteeing the performance of the networks.

Sony:
Proposal 5: RAN1 should study the switching mechanism between AI/ML model-based signal processing and conventional signal processing.

Google:
Proposal 3: Study the AI/ML models management based on CSI framework, where the AI/ML model activation/deactivation can be based on activation/deactivation of the CSI-reportConfig for AI/ML based feedback.

NEC:
Proposal 3: Study the methods to update AI/ML model with minimum interruptions of AI/ML model inference. 

Spreadtrum:
Proposal 10: The better generalization of AI/ML model should be strived, to avoid frequent AI/ML model updating.

Xiaomi:
Proposal 4: Study the specification impact to enable multiple AI models at least including the following aspects

· Procedure and Assistance signaling for the AI model selection
· Procedure and Assistance signaling for the AI model switch

CMCC:
Proposal 3: For model life cycle management, study the following stages and potential specification impact. 
· Model updating/switching
· Model updating/switching mechanism 
· Fall back to traditional algorithm
Nokia:
Proposal 15: RAN1 to study mechanisms to disable an ML-based function and to enable a non-ML fallback operating mode, in UEs and/or gNBs

Proposal 16: Investigate the need for a standardized procedure (signaling) to request/enable/trigger the feature selection in a UE using ML-enabled function.

Apple:
Proposal 4: Activation/de-activation/switching can follow general RRC configuration/reconfiguration procedure per use case

NTT DOCOMO:
Proposal 8: Support the fallback scheme corresponding to the function of AI model so that the performance is guaranteed even in the scenarios where AI model provides less performance. 


Model monitoring
Qualcomm:

Model monitoring may be performed at the UE, at the proprietary OTT server(s) managed by the vendor or other entities, and/or at the 3gpp network (e.g., MNO or infra-vendor network).

[bookmark: _Ref101891095][bookmark: _Toc102120438][bookmark: _Toc111196787]Proposal: For performance monitoring of UE-side Models, study the following aspects:
- Dedicated RS for the purpose of performance monitoring
- Feedback needed for performance monitoring
- Indication of performance monitoring result to UE

[bookmark: _Ref101884273][bookmark: _Toc102120439][bookmark: _Toc111196788][bookmark: p9b]Proposal: For performance monitoring of network-side models, study the following aspects for general specification frameworks
- Dedicated RS for the purpose of performance monitoring
- Feedback needed for performance monitoring (in case the performance monitoring is done at gNB)
- Reporting of performance monitoring result to gNB (in case the performance monitoring is done at UE)

Huawei:
[bookmark: _Hlk111160961][bookmark: _Hlk111712120]Proposal 10: Study the following metrics for AI/ML model monitoring in life cycle management
· Inference accuracy.
· System performance.

Proposal 11: Study the following three cases of model monitoring:
· Case 1: gNB collects inputs for monitoring, calculates monitoring KPI, and makes monitoring decision
· Case 2: UE collects inputs for monitoring, calculates monitoring KPI, feeds back KPI to gNB, and gNB makes monitoring decision
· Case 3: UE collects inputs for monitoring, calculates monitoring KPI, and makes monitoring decision.

TCL communications:
Proposal 4: At the inference stage, the ML model has to be monitored. If the ML model does not work properly, it can be replaced by a backup ML model or fall back to the non-ML working way.

Google:
Proposal 4: Model performance validation should be based on the non-AI based measurement, which can be studied per use case.

OPPO:
Proposal 15: Target to design a unified AI/ML inference monitoring mechanism supporting AI/ML model switching, model transfer and model re-training.
· Model re-training is considered with low priority.
· Consider communication performance-based metrics (e.g. MSE, BLER, throughput) as starting point.
· Study gNB-initiated and UE-initiated performance monitoring
· Study performance prediction mechanism for an unused model.
· Study evaluation methodology for performance monitoring approaches.
Proposal 16: Study on AI/ML training performance monitoring is low priority.


CATT:
Proposal 11: When a deployed AI/ML model becomes invalid, the following options can be considered:
· Update the AI/ML model to a new version by newly collected data, either online or offline. 
· Switch the AI/ML model to another one within the same family of models, if applicable.
· Go back to classical deterministic approach, as a fallback option.

Proposal 12: Study the criterion for the validity of AI/ML model. 

NEC:
[bookmark: OLE_LINK174][bookmark: OLE_LINK175]Proposal 2: Study the methods to monitor AI/ML model performance by comparing model inference and real measurement.
Spreadtrum:
Proposal 9: Higher performance requirement should be considered when monitoring AI/ML model.

Xiaomi:
Proposal 6: study the performance monitoring from the following two aspects
· Monitor the performance of activated AI model to assess whether to deactivate this model 
· Monitor the possible performance of  AI model not activated to assess whether to activate the AI model. 

Proposal 7: Study the metrics for the performance monitoring 

Proposal 8: Study the mechanism to enable fast performance report

CAICT:
Proposal 6: A flexible AI/ML model monitoring framework could be considered to support different use cases.
Proposal 7: Both UE and gNB side AI model testing and KPI monitoring should be considered. Besides, UE could also feedback AI model testing and KPI related information to gNB.

China Telecom:
Proposal 6: We propose two methods for Model Performance Monitoring:
1) Direct monitoring: comparing ground truth and model inference results to determine whether model update or selection is required
2) Indirect monitoring: indirectly evaluate model performance through network performance to determine whether model update or selection is required

Ericsson:

Proposal 21	For both one-sided and two-sided models (Type 1, Type 3 and Type 4), the UE should provide the gNB with identification of deployed UE side AI/ML models. 
The UE should be able to receive indication of functional status of the UE side AI/ML models from the gNB and the gNB should be able to request additional non-ML related measurement in conjugation with inference-based reports from the UE to allow the gNB to perform AI/ML performance monitoring. 

Proposal 22	 For two-sided models based on type 2 performance monitoring of the AI/ML model on the network side it is not possible to define an entity to be responsible for the end performance of the AI/ML model in the field.

CMCC:
Proposal 3: For model life cycle management, study the following stages and potential specification impact. 
· Model monitoring
· Direct or indirect KPIs should be defined for each use case

Apple:
Proposal 3: Performance monitoring is per use case, with different metrics, at UE or NW separately. 

NTT DOCOMO:
Proposal 9: (near) real time model performance should be available at NW so that NW properly decides when to activate/deactivate AI models and which AI model or fallback scheme to activate.
Observation 1: Model monitoring of UE-side model can be categorized into NW-based model monitoring and UE-based model monitoring.  

KDDI:
Proposal 1: Study various routes of performance monitoring (e.g. by the network, by the UE, by other entities) for common understanding and for capturing into Rel-18 study.


Model update
Qualcomm:

Once initial AI/ML Models are deployed, the initial models may be updated via re-training them or developing new models through offline engineering process.

Model update, such as model re-training and new model development may be performed offline, similar to the initial model development. Model update decision may be based on model monitoring results. New data may be continually collected from the device for model monitoring, model update decision, re-training, and new model training.

CMCC:
Proposal 3: For model life cycle management, study the following stages and potential specification impact. 
· Model updating/switching
· Model updating/switching mechanism 
· Fall back to traditional algorithm

Nokia:
Proposal 17: Investigate the robustness of an ML-enabled function after deployment and assess the need for standardizing the procedures for triggering and/or controlling the ML model adaptation and fine-tuning after their deployment. 


Model transfer
ZTE:
Proposal 3: Further study the mechanisms to support model transfer at least considering:
·  Model representation format alignment among nodes
· Hardware efficiency to the receiving end
· Proprietary information disclosure across vendors
Proposal 4:  There is no need to incorporate model update in the collaboration levels between UE and network.

OPPO:
Proposal 9: Study two types of AI/ML model transfer for inference:
· Type 1: Non-3GPP-based model transfer + model mapping for 3GPP-based model scheduling
· This is the default type.
· Type 2: 3GPP-based model transfer.
· Study required KPI (e.g. packet size, data rate, latency, reliability), so to select the design (e.g. in which layer/channel).
· Study model transfer format (if needed) to support 3GPP-based model transfer.
· FFS AI/ML model transfer for training with lower priority.

Nokia:
Proposal 7: Model transfer should consider not only the ML model itself, but also the functions that apply this model to certain decision-making.

NTT DOCOMO
Proposal 7: Discuss the pros and cons of model transfer including the perspective of whether to specify model transfer in 3GPP.

vivo:
Proposal: There are three options to align the AI/ML framework between two sides:
· Option 1: One side reports the supported AI/ML framework or recoganizable format for model description and the other side chose one.
· Option 2: One public format for model description is used by two sides, such as ONNX.
· Option 3: New format for model description defined by 3GPP and two sides use this new format.
Proposal: In level z-m and level z-n, with the possibility of flexible model updateing procedures, simple and small AI/ML models may dig out most of the gains without stringent requirement on generalization performance. For such simple and small models used, there is no model privacy and model ownership issues. 
Google:
Proposal 2: Since AI/ML models are not expected to be specified, the model transfer and update procedure could be deprioritized.

Spreadtrum:
Proposal 7: The AI/ML model can be transferred, or not, which is use case specific.

Xiaomi:
Proposal 5: Study the procedure to enable model exchange among UE, gNB and certain core network node 

Samsung:
Proposal #3: Concerning with the feasibility and practicality of AI/ML model transfer, RAN1 should study aspects such as
-  Interoperability: does a model transferred from one node to another node work in a plug-and-pay manner, i.e., without extensive receiving node specific optimization, compiling and testing?
-    Proprietary issues: If AI/ML models are considered proprietary assets, model transfer discloses them. 
-   Model transfer format (MTF): does RAN1 need to adopt a common MTF so that a model exchanged between two nodes from different vendors compiles and runs? 
 -  Performance guarantee: If AI/ML model is transferred from one node to other, which entity guarantees performance, e.g., inference latency?

Proposal #4:  Further categorize model transfer based on the level and requirements of the transfer as 
Cat1: Model transfer for a partially known model at the receiving node, e.g., the structure of AI/ML model known.
Cat2: Model transfer for a completely new model to the receiving node.

Apple:
Proposal 6: Model transfer can use control plane solution or user plane solution.  


UE capability
vivo:
Proposal 5: The following aspects need to be studied for model transfer capability:
· Whether UE supports model structure update or only model parameter update
· Which AI/ML model description format UE supports.
Proposal 6: Study the feasibility and necessity of defining model training capability, regarding latency of model training, dataset size for model training, etc.
Proposal 7: Study ways for UE to report its capability for data collection regarding expected pre-processing, data storage, feature extraction and report for data collection.
Proposal 8: Study ways for UE to report its capability for latencies with respect to the model inference.
Proposal 11: Study UE capability on supported quantization levels.
Proposal 12: Study mechanisms of allowing different UEs with different implementations/capabilities to serve the same use case, e.g., by defining flexible capability exchange mechanisms.
Proposal 13: Study procedures that allow UE to dynamically report its status for computation resources and corresponding computation latencies.

Google:
Proposal 5: For AI/ML based operation, the following UE types should be considered:
· Type 1 UE (low performance UE): AI/ML based operation is based on general processing unit (GPU)
· Type 2 UE (high performance UE): AI/ML based operation can be based on neural processing unit (NPU)

CATT:
Proposal 13: For support of AI/ML, consider defining several levels of UE capabilities based on one or more following aspects:
· Storage.
· Computation power.
· Capability of online training.
· Capability of implementing downloaded AI/ML model.

NEC:
Proposal 6: Introduce AI/ML processing units (APUs) to reflect UE capability of AI/ML operations.

Ericsson:
Proposal 29	RAN1 should consult with RAN4 via LS regarding UE implementation feasibility of different UE model update options, including model downloading for model sharing.




[bookmark: _Hlk111750970]Use cases
Sony:
Proposal 4: RAN1 should study both of signal processing replacement by AI/ML based function blocks and the control of conventional function blocks by AI/ML based parameter control functions.
Oppo:
Proposal 1: Focus on the identified representative sub use cases in AI 9.2.x.1 for the corresponding studies on their evaluation methodology, KPI, and performance evaluation results. Investigate the following aspects for other potential sub use case in AI 9.2.x.2. 
1) Potential performance gain (e.g., shown in preliminary evaluation results).
2) Feasible evaluation methodology and valid training data set (incl. training set generation methodology).  
3) Reasonable non-AI/ML-based baseline for performance gain analysis.
4) Potential specification impacts.
Note: Sub use cases without 3) and/or 4) will not be precluded. But target to limit the number of the representative sub use cases to 1 or 2 for each use case.


Common evaluation methodology and KPIs
Datasets
Qualcomm:
[bookmark: _Toc111196790]Proposal: There is no need of agreeing on the dataset. Agreeing on evaluation methodology should be sufficient.

Futurewei:
Proposal 12: For performance evaluation, study based on both agreed-upon evaluation assumptions and common dataset, because this is the only option enables comparable comparison.

vivo:
Proposal 29: The field data test results can be used as a reference if they are justified and well documented.
Proposal 30: Support to use map-based hybrid channel model in 38.901 as one of the optional channel models in EVM table, where the map can be generated based on open data set or based on per-company proposed ones.
Proposal 31:	It is encouraged for companies to provide publicly accessible datasets for training and testing for cross-checking purposes. Our datasets of each use case have been uploaded in [4]-[7].

OPPO:
Proposal 2: Consider at least one among Option 1-3 for calibration of AI/ML evaluation.
· Option 1: Common dataset and reference model for calibration.
· Option 2: Common dataset without reference model for calibration.
· Option 3: Reference model without common dataset for calibration.
· Option 4: No calibration.

CATT:
Proposal 9: Field data can be additionally considered in a later phase of the study.
· How to guarantee the integrity, generalization and interpretability should be further investigated.

NVIDIA:
Proposal 4: Companies are encouraged to contribute real data to the 3GPP Rel-18 AI/ML study for NR air interface to help start to build up sets of real data in 3GPP.

Proposal 5: Additional simulation methodology for generating synthetic data, such as digital twins, can be explored.

Intel:
Observation: Consider the below options for achieving common dataset
1. Common dataset sharing company wise
1. Agreeing on evaluation assumptions to generate datasets

Sharp:
Purpose5: Companies should reach an agreement and define the official procedure for data conversion as the preprocessing part for the dataset eventually goes into the neural network.


Proposal 2-19 (renumbering from 2-11 due to duplicated proposal number): 
Although RAN1 study is primarily based on agreed-upon evaluation assumptions, companies are encouraged to provide other datasets and evaluation results in each sub-use case discussion.

	
	Yes
	No

	Agree?
	Apple, vivo, CAICT, NVIDIA, Google, OPPO, Xiaomi, Futurewei, Keysight, Panasonic, DCM, LG, Lenovo, ZTE, CATT,  Samsung, KDDI, Fujitsu, Spreadtrum, Sony, ETRI
	

	Company
	Comments

	Futurewei
	Note that the previous proposal in the LCM section is also Proposal 2-11.

	Ericsson
	In case general datasets are to be considered. They should be hosted on 3GPP servers.

	NTT DOCOMO
	Companies should voluntarily provide datasets and evaluation results.

	Samsung
	Ok



FL comment: to be proposed in today’s online session.

Proposal 2-19a:
Although RAN1 study is primarily based on agreed-upon evaluation assumptions, companies are encouraged to provide other datasets and evaluation results in each sub-use case discussion.



Proposal 2-12: 
Additional simulation methodology for generating synthetic data, such as map-based hybrid channel model in 38.901 or digital twins, can be explored.

	
	Yes
	No

	Agree?
	Apple, vivo, CAICT, NVIDIA, Google, Futurewei, Panasonic, DCM, ZTE, CATT,  Samsung, AT&T
	

	Company
	Comments

	vivo
	We strongly support this.

	OPPO
	Not objecting, but the additional simulation methodology can be considered under each use case. In AI 9.2.1, we only agree on the common simulation methodology. So we think this agreement is not needed for AI 9.2.1.

	Ericsson
	Agree, for using 3GPP channel models (38.901). But we should remove the term digital twin at this stage, it is too vague.

	LG
	It is upto the companies whether to use other simulation result from other than 3GPP channel model. So, we don’t think this agreement is needed. 

	ZTE
	This can be optional to be provided.

	Samsung
	Ok

	Fujitsu
	What is the meaning of ‘digital twins’?

	
	



FL comment: To propose the following modified version in today’s online session.

Proposal 2-12a: 
Companies may explore and provide evaluation results based on additional simulation methodology for generating synthetic data, such as map-based hybrid channel model in 38.901.


Reference models
Qualcomm:
[bookmark: _Toc111196791]Proposal: There is no need of agreeing on reference AI/ML models. It is sufficient for each company to describe their AI/ML model design and training procedure.

Futurewei:
Proposal 10: Reference models are not necessary in current stage of study.

OPPO:
Proposal 2: Consider at least one among Option 1-3 for calibration of AI/ML evaluation.
· Option 1: Common dataset and reference model for calibration.
· Option 2: Common dataset without reference model for calibration.
· Option 3: Reference model without common dataset for calibration.
· Option 4: No calibration.

CATT:
Therefore, defining reference AI/ML model(s) may not be an urgent task at the early phase of this study. However, it is too early to conclude that a reference AI/ML model is completely useless. For example, a reference model may be useful for RAN4 to define the corresponding requirement(s). For another example, a reference model may be useful to explain the training strategies in different use cases.
[bookmark: _Hlk111759603]Proposal 4: Further discuss the need of defining reference AI/ML model(s) in a later phase.

Ericsson:
Proposal 24	When reporting results, the proponent should highlight important differences between their training, validation, and testing datasets. In principle, it should be possible for other companies to reproduce training, validation, and testing datasets with similar distributions.

CMCC:
Proposal 6: To facilitate the performance comparison of AI/ML models, the reference model can be defined for some use cases.


Proposal 2-13: 
On the need and usage of agreed-upon reference AI/ML model,
· Option 1: Consider reference AI/ML models for performance calibration
· Option 2: Reference models are not necessary for performance calibration, but further discuss the need of defining reference AI/ML model(s) in a later phase, as reference AI/ML model(s) may be useful for RAN4 tests and two-sided model training.
· Option 3: No need 

	
	Agree
	Disagree

	Option 1
	OPPO, CATT, CMCC, AT&T
	

	Option 2
	Apple, vivo, CAICT, NVIDIA, Google, OPPO, Xiaomi, Futurewei, Ericsson, DCM, LG, Lenovo, CATT, CMCC, AT&T (for RAN4 aspects), Fujitsu, ETRI
	

	Option 3
	Futurewei, ZTE, Samsung
	

	Company
	Comments

	OPPO
	We can support either Opt.1 or 2. This depends on the what levels of calibration we like to have. If a complete calibration is desired (e.g. simulation results should be completely aligned under same assumptions), Opt.1 is needed. If the calibration is not pursuing a complete result alignment, Opt.2 is also OK. Now, companies’ results are quite different under “same” assumptions. 

	Futurewei
	We don’t think reference models are necessary in current stage of study as we don’t have time for it. We are OK to discuss it later.

	ZTE
	Option 3. Whether the reference model should be necessary can be discussed in RAN4.

	Samsung
	We can first agree there is on the need for evaluation purpose. The need of reference model for two-sided model training is a separate issue. 

	CMCC
	Support both Option 1 and Option 2. We think reference model is needed for calibration, and the necessity of calibration can be discussed in each use case.

	AT&T
	Option 1 should be understood to help with relative alignment of simulation results under common assumptions, not necessarily to define a baseline approach. Also if there is value for RAN4 testing, then there is also value for RAN1 performance evaluations (at least to help make general conclusions at the end of the SI as is typically done).



Model and study disclosure
Futurewei:
Proposal 11: The disclosure of the AI/ML model should be voluntary and how the model is described is up to the company which discloses it; pre-defined model format should not be required for such purpose. 

vivo:
Proposal 32:	It is encouraged for companies to provide model description files in pre-defined file format for cross-checking purposes (e.g. ONNX). With the help of ONNX and the corresponding dataset, all companies can choose their own tools (e.g. TensorFlow or PyTorch) to verify the performances.

Ericsson:

Proposal 23	When reporting results for documentation in [TR 38.843], the proponent should endeavour to provide sufficient detail about the AI/ML experiment (e.g., data generation, feature extraction, AI/ML model design, training, validation, and testing) so that the main conclusions can be reproduced

Proposal 27	To help enable reproducibility, companies are encouraged to report relevant information about the AI/ML model architecture (e.g., academic style paper), data pre- and post-processing, loss functions, and training procedures.

Nokia:
Proposal 12: For the collaboration use cases studied in the context of RAN1 ML-enabled solutions, adopt a high-level description of the ML-based solutions using a defined set of processing blocks, including at least the following:
1) Input data acquisition and preparation/pre-processing (data collection, data formatting, cleaning, feature selection and/or engineering, etc.) 
2) ML-algorithm (type of algorithm, number of layers, type of loss function, accuracy metric, etc.) 
3) Non-ML algorithm (optional algorithms such as measurement filtering, channel estimation, etc.) 
4) Output data processing (optional, combination of ML and non-ML algorithm outputs) 
5) Control mechanism (signaling and procedures used to configure any of the blocks 1-4) 

Proposal 13: For all use cases studied in the context of RAN1 ML-enabled solutions, companies are encouraged to study and provide a list of potential new signaling messages required, categorized in data collection, capability information, assistance information, performance monitoring, and model management signaling.

Proposal 2-14: 
Companies are encouraged to share sufficient details about their AI/ML and baseline experiments, including datasets, feature extraction, AI/ML model description, training methods, pre-/post-processing, and non-ML algorithms.

	
	Agree
	Disagree

	Agree?
	Apple, vivo, CAICT, Huawei, HiSilicon, NVIDIA, Google, OPPO, Xiaomi, Futurewei, Keysight, Ericsson, Panasonic, DCM, LG, Lenovo, Mediatek, ZTE, CATT, Samsung, KDDI, CMCC, AT&T,Fujitsu, Sony, ETRI
	

	Company
	Comments

	
	

	
	

	
	



FL comment: to be proposed in today’s online session.

Proposal 2-14a: 
Companies are encouraged to share sufficient details about their AI/ML and baseline experiments, including datasets, feature extraction, AI/ML model description, training methods, pre-/post-processing, and non-ML algorithms.


Model generalization
Qualcomm:
[bookmark: _Toc111196792]Proposal: Consider the following categories for definition of scenarios/configurations for evaluating the generalization capability of AI/ML models:
Type 1: Heterogeneous inter-site: performance of AI/ML model on unseen deployment type (i.e., trained on Dense Urban and tested on UMi)
Type 2: Homogeneous inter-site: performance of AI/ML model on unseen site of the same deployment type  (i.e., trained on Dense Urban and tested on a new drop of Dense urban)
Type 3: Intra-site: performance of AI/ML model on unseen variations within the same site (i.e., unseen UE locations, speeds, and trajectories within the drop, changes in moving objects in the environment) 
Type 4: Cross-configuration:  performance of AI/ML models across configurations (i.e., unseen beam configuration) 

Futurewei:
Proposal 6: Study model generalization as one of the HLPs while leaving the details to each use case. 

Proposal 7: For each use case, consider/discuss:
· Whether scenario-based, generalized, or both solution deployment option(s) should be supported.
· For scenario-based deployment, a subset of the data unseen during AI/ML model training from the same scenario should be used to verify AI/ML model generalization.  
· For generalized deployment, the situations of potential data availability in the target scenarios (or scenario families) should be discussed, e.g., sufficient data is available, only small amount of data is available or no data is available. The corresponding data generation strategy should be adjusted according to the assumed data availability situations.

Keysight:
Proposal 1:
· The simulation paraters used to build the dateset should be categorized into two types:
· i) model-specific parameters
· ii) generalizable parameters
Proposal 2:		Different sets of generalizable parameter values might be considered for training, validation, and testing.
Proposal 3:		The distribution of samples of the dataset generated with each set should be agreed to allow a fair comparison between different AI techniques and trained models.
Proposal 4:		The details of the dateset construction used for training, validation, and testing should be shared to allow the comparison between different AI techniques and trained models.

Spreadtrum:
Proposal 6: The generalization of AI/ML model should be specifically considered during AI/ML model generation.

Ericsson:
Proposal 25	When reporting results, the proponents should describe the type of generalizability targeted by the experiment (e.g., generalize over different sites/cells, carrier frequencies, antenna configurations, reference signal configurations). The proponents should explain how their training, validation, and testing procedure supports the claimed generalizability.

Proposal 26	When reporting results, the proponents are encouraged to report pseudorandom number generation assumptions used for deployment, large scale fading, spatial correlation, and spatial consistency.

CMCC:
Proposal 8: The generalization capability of AI/ML model under different configurations should be evaluated.

NTT DOCOMO:
Proposal 11: As one of generalization KPIs, at least the comparison between Option1 and Option3 in Table 2 should be considered. 
Table 2.  Several options for generalization evaluation where data used for training, testing, and inference are different according to options.
	Option
	Training (data-collected environment)
	Testing/Inference (target environment)

	Option1
	Multiple configuration/scenarios(e.g., #A, #B and #C)
	Single configuration/scenarios(e.g., #A)

	Option2
	Single configuration/scenarios(e.g., #A)
	Single configuration/scenarios(e.g., #B)

	Option3
	Single configuration/scenarios(e.g., #A)
	Single configuration/scenarios(e.g., #A)




Sharp:
Purpose2, Companies should report related models (design of the network layer, hyper-parameters, optimization function, loss function, etc.) as well as different inputs (raw channel matrix and/or eigenvalue/eigenvector).


Proposal 2-15: 
When reporting results, the proponents are highly encouraged to describe the type of generalizability targeted by the experiment (e.g., generalize over different sites/cells, carrier frequencies, antenna configurations, reference signal configurations). The proponents should explain how their training, validation, and testing procedure supports the claimed generalizability.

	
	Agree
	Disagree

	Agree?
	Apple, vivo, Keysight, CAICT, NVIDIA, Google, OPPO, Xiaomi, Futurewei, Ericsson, DCM, LG, Lenovo, Mediatek, ZTE, CATT, CMCC, AT&T, Spreadtrum, ETRI
	

	Company
	Comments

	Keysight
	We agree, but we think that a clear definition of “generalizability” is needed. Probably in a note. We propose:
-Generalizability refers to the capability of a trained model to perform well when presented with input values different than those the model was trained with.
-When a trained model does not generalize, it means that it either needs to be trained with a different dataset or that the model needs to be modified.

	Samsung
	Agree with Keysight. Please consider the following definition from our side. 
Define “generalization” as follows: a model's ability to adapt properly to new, previously unseen data; this data can be drawn from either 1) the same distribution used to create the model or 2) a different distribution.

	AT&T
	Support the additional clarification from Keysight

	Fujitsu
	Besides what mentioned, we suggest the proponents should describe the generalizability is for UE-side model, UE-side model or for two-sided model. We think for different type of model, the generalizability is different.

	
	



FL comment: to be proposed in today’s online session:

Proposal 2-15a: 
When reporting results, the proponents are highly encouraged to describe the type of generalizability targeted by the experiment (e.g., generalize over different sites/cells, carrier frequencies, antenna configurations, reference signal configurations). The proponents should explain how their training, validation, and testing procedure supports the claimed generalizability.
Note: Generalization refers to a trained model’s ability to adapt properly to previously unseen data.


Discussion 2-16: 
Take the following as a starting point to discuss and agree on generalization category definition:
Type 1: Heterogeneous inter-site: performance of AI/ML model on unseen deployment type (i.e., trained on Dense Urban and tested on UMi)
Type 2: Homogeneous inter-site: performance of AI/ML model on unseen site of the same deployment type  (i.e., trained on Dense Urban and tested on a new drop of Dense urban)
Type 3: Intra-site: performance of AI/ML model on unseen variations within the same site (i.e., unseen UE locations, speeds, and trajectories within the drop, changes in moving objects in the environment) 
Type 4: Cross-configuration:  performance of AI/ML models across configurations (i.e., unseen beam configuration) 

	Company
	Comments

	vivo
	We strongly support this.

	CAICT
	Support.

	Huawei, HiSilicon
	We are in principle OK with the direction, with two comments.
For “unseen”, it seems the inference scenario is different from the training scenario; but if the training is based on a mixed scenario, and the inference is based on one of the mixed scenarios, it does not belong to the “unseen” situation. So maybe we can change “unseen” to “various”, so that AI/ML model trained with mixed dataset can also be covered.
In addition, it looks for different use cases, different generalization methodologies can be considered. E.g., as per our observation, for CSI, performing inference with a new drop from the training drop (Type 2) will still perform good generalization (so Type 2 may not be a focus), but for positioning, the generalization performance under a new drop will degrade largely. So we may add a note that “the specific generalization verification method is further discussed for per use case”
BTW, “i.e.” should be “e.g.”

	NVIDIA
	Support

	Google
	Support the proposal. But it looks all “i.e.” should be changed into “e.g.”

	OPPO
	Could FL clarify the difference between Type 3 and 4? Does variations in Type 3 are not related to any different configurations? At this moment, we think Type 4 can be merged into Type 3, as example of Type 3.

	Futurewei
	Support

	Keysight
	Support

	Ericsson
	Support

	NTT DOCOMO
	Support the proposal. However, we think cross-configuration of type 4 can be avoided by setting the configuration/operation efforts based on the assistance data (e.g., beam configuration signalling), while type 1, 2, and 3 checks the inevitable generalization problem. Then, we prefer to prioritize type 1/2/3 than type 4.

	LG
	Ok with the proposal. 

	Lenovo
	Agree, and the details should be discussed in each use case.

	ZTE
	Tend to agree with Huawei. In addition, the boundary between type 3 and type 4 is not clear. 

	CATT
	Support. Changing ‘i.e.’ into ‘e.g.’ should be more accurate.

	Samsung
	Ok

	KDDI
	Support

	CMCC
	We think Type-4 is important when evaluating the generalization over different configurations, since various configurations should be supported to guarantee the flexibility.

	AT&T
	Support these types and think they can be refined further based on the use case.

	Fujitsu
	We think there are different generalization capability requests to UE-side model and NW-side model. For example, for a NW-side model applying in a fixed region/scenario, scenario-wide generalizability is not necessarily to be evaluated.
While, for a UE-side model, generalization capability should be widely evaluated. For two-sided model, the generalization request is highly depended on the assumption of its joint training and model transfer.
On the other hand, whether the intention is to have a unified model cover various scenarios or to have a group of models to cover various model should be clarified in the study of model generalization.

	Spreadtrum
	Support





Common KPIs
The following was proposed/discussed in RAN#1 109-e (not agreed).
Proposal: Consider the following list as common KPIs for evaluating performance benefits of AI/ML
· Performance
· Standalone AI/ML test performance
· Link and system level performance
· Generalization performance
· Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model exchange
· Inference complexity
· Computational complexity: FLOP
· Computational complexity for pre- and post-processing
· Memory usage: Mbit
· Model management complexity
· (Latency)
· (Power consumption)
· (Hardware requirement)
· Training complexity
· FLOP
· Number of iterations
· Convergence time
· Memory usage: Mbit
· Other aspects
· Security/privacy of user data
Note: Use-case specific KPIs may be additionally considered for the given use-case. 


Futurewei:
Proposal 9: Consider the following list as common KPIs for evaluating performance benefits evaluation strategies forof AI/ML-based solutions:
· Performance
· Standalone AI/ML test performance using intermediate KPIs
· Link and system level performance (if needed)
· Generalization performance
· Reliability (online learning)
· Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model exchange if applicable
· Inference complexity
· Computational complexity: FLOPs
· Computational complexity for pre- and post-processing
· Space complexity, e.g., MbytesMemory usage: Mbit
· Model management complexity
· (Latency)
· (Power consumption)
· (Hardware requirement)
· Online training complexity
· FLOPs
· Number of iterations
· Convergence time
· Memory usage: Mbyte Mbit
· Other aspects
· Security/privacy of user data
Note: Use-case specific KPIs may be additionally considered for the given use-case. 

Huawei:
Proposal 14: Study the feasibility of modelling for UE power consumption at inference stage.

TCL communications:
Proposal 2: To reduce the signaling overhead between the UE and the gNB, a rule is need to roughly classify the model complexity.
Proposal 3: Some constraints shall be added on the post-processing, in order to avoid obtaining an oversimplified low-performance model from post-processing.

vivo:
Proposal: Companies are encouraged to provide results in the following table for complexities and expected latencies (under certain base chipset computation power assumption) or latency requirements (for the target use case) for the models used for each use case.
Table 3-1: Expected complexities of AI models from companies.
	
	Company 1
	Company 2
	Company 3
	…

	AI Model 1
	
	
	
	

	AI Model 2
	
	
	
	



Table 3-2: Expected latencies of AI models from companies.
	
	Company 1
	Company 2
	Company 3
	…

	AI Model 1
	
	
	
	

	AI Model 2
	
	
	
	



Proposal: Companies are encouraged to assess power consumptions for the models used for each use case for KPI evaluation and also for defining feasible options for the reported latency/complexity values of AI/ML capabilities.
Proposal: Consider setting up an upper limit for model size for a fair comparison between companies. 1~10Mega parameters size can be considered.

OPPO:
Proposal 4: Focus on complexity evaluation for AI/ML inference. The AI/ML training complexity and AI/ML inference/training power consumption are not required as metric for evaluation.

Proposal 5: The computation complexity for an AI/ML algorithm can be evaluated in terms of FLOPs.

Proposal 6: For sub each use case, the maximum acceptable computation complexity can be defined based on the tolerable of inference latency for this sub use case.

CATT:
Proposal 7: For AI/ML-based approach evaluation, both intermediate evaluation and eventual evaluation are considerable.
· Intermediate evaluation can be used for model monitoring.

Proposal 8: Consider the following common KPIs for AI/ML-based approaches: 
· Size of AI/ML model.
· Computation complexity & latency.
· Generalization capability.
· Overhead of exchanging AI-specific signalling.

NVIDIA:
Proposal 6: AI/ML model complexity and computational complexity should not be regarded as a roadblock to the adoption of AI/ML based algorithms for NR air interface.

Lenovo:
Proposal 5: 	Consider the KPIs/Metrics (if applicable) in Table 2 as a starting point for the common aspects of an evaluation methodology of a proposed AI/ML model for any of the agreed use cases.
	Inference Performance
	Inference accuracy

	
	Inference latency

	
	Average model update rate (per second)

	Delay overhead
	Model deployment

	
	Model update

	Communication Overhead
	Model Transfer

	
	Inference

	
	Model training/update

	Robustness
	Sensitivity to noisy and/or delayed training and inference data

	
	Adaptability

	
	Scalability




Intel:
KPIs for AI/ML can have some common and use case specific. As a starting point, we propose the following
Proposal-7: Consider the following list as common KPIs for evaluating performance benefits of AI/ML
1. Performance
· Standalone AI/ML test performance
· Link and system level performance
· Generalization performance
1. Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model exchange
1. Inference complexity
· Computational complexity: FLOP
· Computational complexity for pre- and post-processing
· Memory usage: Mbit
· Model management complexity
1. Training complexity
· FLOP

Xiaomi:
Proposal 11: Consider FLOPs and MAC as the baseline to evaluate the complexity of AI model 
Proposal 12: Consider FLOPs / FLOPS as the baseline to evaluate the latency of AI model
Proposal 13: 
· Study how to perform the power consumption comparison among different AI –based methods
· Study how to perform the power consumption comparison between AI-based method and the traditional non-AI based method 

LG:
Proposal #7. RAN1 needs to discuss how to fairly compare computational complexity including training and/or inference with baseline schemes. 

Ericsson:
Proposal 28	For all (sub) use cases: When presenting results for AI/ML models, the proponent should report an estimate of the number of floating-point operations (FLOPs) for inference and an estimate of the number of trainable parameters used in the AI/ML model.

CMCC:
Proposal 7: Consider inference latency as one of the common KPIs for evaluating performance benefits of AI/ML, and the inference latency can be reported by each company.

Nokia:
Proposal 14: For both single- and dual-sided ML-enabled solutions, RAN1 to consider the following metrics for the complexity analysis related to the inference process:  
a.	Number of floating point (FLOP), or multiply and accumulate (MAC) operations required for one forward pass of the ML algorithm 
b.	Alternatively, to a), the FLOP/MAC operations per second needed to run the ML algorithm for (X) seconds
c. Memory footprint of the ML algorithm (Mbit) 
d.	Number of FLOP/MAC operations required to prepare (and format, convert) the input data in case these are not direct measurements or estimates readily available in the radio entity executing the ML-enabled function 
e.	Estimated number and payload (bytes) of additional signaling messages required to convey the ML-input and ML-output information between the involved radio entities (gNB, UE) 
- This might be complemented by the estimated required ML-input and ML-output data rates (latencies), i.e., factoring in the acceptable transmission delays

Nokia:
Proposal 8: Consider a collaboration level as an indication of the standardization complexity of the corresponding solutions.

NTT DOCOMO:
Proposal 10: The number of parameters should be considered as one of KPIs representing the memory storage of AI model. 

Proposal 2-17: 
Consider the following list as common KPIs for evaluating performance benefits of AI/ML
1. Performance
· Standalone AI/ML test performance based on intermediate KPIs
· Link and system level performance (if applicable)
· Generalization performance
· Reliability (for online learning)
1. Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model exchange (if applicable)
· Overhead of other AI/ML-related signaling
1. Inference complexity
· Computational complexity: FLOPs
· Computational complexity for pre- and post-processing
· Model size, e.g., Mbytes or number of parameters
· Model management complexity
1. Training complexity
· FLOPs
· Number of iterations
· Convergence time
· Memory usage
Note: Use-case specific KPIs may be additionally considered for the given use-case. 

	
	Agree
	Disagree

	Agree?
	Apple, vivo, CAICT, NVIDIA, Futurewei, Keysight, Panasonic, DCM, LG, Mediatek, CATT, AT&T, ETRI
	

	Company
	Comments

	vivo
	Above list can be a starting point.

	Huawei, HiSilicon
	Generally OK with the direction, but two comments
1, Reliability (for online learning) is removed since the definition of reliability and online learning are not clear.
2, Overhead of assistance information (if applicable)

	Google
	There have already been agreements on KPIs for all use cases. This proposal seems to be redundant.

	OPPO
	We do not think the training complexity should be considered for evaluation.
First, the evaluation for inference and training will be separate, in our understanding. For evaluating an inference approach, only inference complexity needs to be evaluated. It is not clear how to evaluate the training complexity of a model. Different companies have different training approaches. Convergence time depends on different computation resources in different companies. 
And Model management complexity is also unclear for us. It is a general concept. Management is generally not complex, but bring some overhead.

	Xiaomi
	We have the following concerns
· The definition of “Reliability” is not clear. In addition, we think the online training should be deprioritized in Rel-18. So this KPI item should be removed 
· The boundary between “overhead of assistance information ” and “overhead of AI/ML-related signaling ” is not clear 
· The definition of “computational complexity for pre and post processing” and how to evaluate this KPI is not clear 
· The definition of “model management complexity” is not clear. Does that mean the life cycle management? 
· For the model training, it depends on the implementation. And in Rel-18, it could be trained in offline manner. So we prefer to depriorize the training complexity 

	Keysight
	In our opinion, training complexity should not be considered.

	Ericsson
	Unclear if we need to have KPIs on training complexity

	Lenovo
	Suggest the following updates:
Consider The following is the initial list as of common KPIs for evaluating performance benefits of AI/ML
1. Performance
· Standalone AI/ML test performance based on intermediate KPIs
· Link and system level performance (if applicable)
· Generalization performance
· Reliability (for online learning if applicable)
1.  Communication and Delay Overhead 
· Overhead of assistance information
· Overhead of data collection
· Overhead of model exchange (if applicable)
· Overhead of other AI/ML-related signaling
1. Inference complexity
· Computational complexity: FLOPs
· Computational complexity and associated latency for pre- and post-processing and collecting the input data
· Model size, e.g., Mbytes or number of parameters
· Model management complexity
1. Training complexity
· FLOPs
· Number of iterations
Convergence time

	ZTE
	Before we agree to those KPIs, we should have clear understandings on the definitions. For example, the following terms are not clear:
- Reliability (for online learning), Overhead of model exchange (if applicable), Model management complexity.
In addition, we don’t think the training complexity would be an issue for offline training.

	Rakuten Mobile
	This is just a comment. If the AI/ML process is conducted at endpoint, computational complexity, that is currently defined as FLOPS, also affect latency of the adaptation. In that sense, we support Lenovo’s revision.

	Samsung
	Agree in general but some of the terms above require clear understanding. E.g., Can we clarify following mean?
· reliability for online learning 
· convergence time

	CMCC
	-The definition of “Reliability” is not clear to us.
-How to evaluate the overhead should be discussed together.
-The training complexity should not be discussed for offline training.

	Fujitsu
	Agree it in general, it can be as a starting point.

	
	






Proposal 2-18: 
Study the feasibility of modelling UE power consumption and latency for inference.

	
	Agree
	Disagree

	Agree?
	Huawei, HiSilicon, NVIDIA, Google, Xiaomi, Keysight, Ericsson, Panasonic, NEC, Lenovo, ZTE, CATT, Samsung, Spreadtrum
	

	Company
	Comments

	vivo
	Support

	CAICT
	Support

	Huawei, HiSilicon
	Support

	OPPO
	OK to study. But we doubt the feasibility of power consumption modeling.

	Xiaomi
	Support

	Futurewei
	Support but with lower priority.

	Ericsson
	Support

	NTT DOCOMO
	We think companies can voluntarily provide their models estimating power consumption and latency model based on FLOPs with their expected implementations. However, we prefer not to define the modelling of UE power consumption and latency for inference in RAN1, because company’s assumptions are different and it seems difficult to reach consensus on it.

	Lenovo 
	Support to have a uniform model for that.

	Mediatek
	Support with low priority.

	ZTE
	OK to study.

	CATT
	OK, but should be relative low priority.

	Samsung
	Ok

	Fujitsu
	No sure the intention to have this study. How to have a reference as a measure even we can model the power consumption and latency?



Potential Specification Impact Assessment
Intel:
Proposal-6: Study specification impacts associated with UE-side models, network-side models and two-sided models e.g. UE capability, performance monitoring, activation, de-activation of one or more models. 

PHY layer aspects
Protocol aspects
MediaTek:
[bookmark: OLE_LINK9][bookmark: OLE_LINK8]Proposal 9: RAN1 should focus on identify the interaction between UE and gNB for each use case and leave the procedure and protocol impact to RAN2. 


Interoperability and testability aspects
Qualcomm:
[bookmark: _Toc111196789]Proposal: Consider the role of model performance monitoring in relation to RAN4 tests.

Nokia:
Proposal 18: The UE performance requirements and testing methodology should not aim at testing the ML model or ML algorithm/architecture implementation (input/output features, hyperparameters, etc.), but rather at testing the output/outcome of the overall ML-enabled function, which is supported or assisted by the ML algorithm.

Proposal 19: Analyse the need to set requirements and testing methods for the LCM procedure(s) in the UE, including ML model training and ML model deployment, as part of the ML-enabled function under test.

Proposal 20: For all use cases studied in the context of RAN1 ML-enabled solutions, consider discussing the introduction of corresponding test requirements that capture non-stationary radio environment conditions that may imply switching and/or updating of underlying ML model.

vivo:
Proposal 34: Discussion is needed on whether and how to test generalization performance, e.g., how to guarantee a model tested is effective in real deployment.
Proposal 35:	Paired model for TE/UE is challenging for RAN4 test for two-sided AI/ML model.

FL comments: More company inputs are needed for interoperability and testability aspects. Questions raised by Nokia and vivo could be good starting points.

Others
Panasonic:
Proposal 1: TR skeleton proposed at the end of the last meeting can be agreeable.



Reference
[1] [bookmark: _Ref101451885]RP-213599, “New SI: Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface”, 3GPP RAN Plenary
[2] [bookmark: _Ref101453495]3GPP TR 37.817, Technical Specification Group RAN; Evolved Universal Terrestrial Radio Access (E-UTRA) and NR; Study on enhancement for Data Collection for NR and EN-DC (Release 17)
[3] R1-2205522, “Summary of General Aspects of AI/ML Framework”, Moderator (Qualcomm)
[4] Draft Report of 3GPP TSG RAN WG1 #109-e


Agreement from RAN#1 109-e
Agreement
Use 3gpp channel models (TR 38.901) as the baseline for evaluations. 
Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models
 
Working Assumption 
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.
 
Table: Working list of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function


 
 
 
Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.
 
Observation
Where AI/ML functionality resides depends on specific use cases and sub-use cases.
 
Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.
 
 
 
Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
7. Level x: No collaboration
8. Level y: Signaling-based collaboration without model transfer
9. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 

R1-2203067	Discussion on common AI/ML characteristics and operations	FUTUREWEI
R1-2203139	Discussion on general aspects of AI/ML framework	Huawei, HiSilicon
R1-2203247	Discussion on common AI/ML framework	ZTE
R1-2203280	General aspects of AI PHY framework	Ericsson
R1-2203404	Discussions on AI-ML framework	New H3C Technologies Co., Ltd.
R1-2203450	Discussion on AI/ML framework for air interface	CATT
R1-2203549	General discussions on AI/ML framework	vivo
R1-2203656	Discussion on general aspects of AI/ML for NR air interface	China Telecom
R1-2203690	Discussion on general aspects of AI ML framework	NEC
R1-2203728	Consideration on common AI/ML framework	Sony
R1-2203807	Initial views on the general aspects of AI/ML framework	xiaomi
R1-2203896	General aspects of AI ML framework and evaluation methodogy	Samsung
R1-2204014	On general aspects of AI/ML framework	OPPO
R1-2204062	Evaluating general aspects of AI-ML framework	Charter Communications, Inc
R1-2204077	General aspects of AI/ML framework	Panasonic
R1-2204120	Considerations on AI/ML framework	SHARP Corporation
R1-2204148	General aspects on AI/ML framework	LG Electronics
R1-2204179	Views on general aspects on AI-ML framework	CAICT
R1-2204237	Discussion on general aspect of AI/ML framework	Apple
R1-2204294	Discussion on general aspects of AI/ML framework	CMCC
R1-2204374	Discussion on general aspects of AI/ML framework	NTT DOCOMO, INC.
R1-2204416	General aspects of AI/ML framework	Lenovo
R1-2204498	Discussion on general aspects of AIML framework	Spreadtrum Communications
R1-2204570	ML terminology, descriptions, and collaboration framework	Nokia, Nokia Shanghai Bell
R1-2204650	Discussion on AI/ML framework for NR air interface	ETRI
R1-2204792	Discussion of AI/ML framework	Intel Corporation
R1-2204839	On general aspects of AI and ML framework for NR air interface	NVIDIA
R1-2204859	General aspects of AI/ML framework for NR air interface	AT&T
R1-2204936	General aspects of AI/ML framework	Mavenir
R1-2205023	General aspects of AIML framework	Qualcomm Incorporated
R1-2205065	AI/ML Model Life cycle management	Rakuten Moible
R1-2205075	Discussions on general aspects of AI/ML framework	Fujitsu Limited
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