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Introduction
At RAN1 #109-e, the following agreements were reached:

Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range

Agreement 
For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side
Agreement 
For the sub use case BM-Case2, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side
Agreement
Regarding the sub use case BM-Case2, the measurement results of K (K>=1) latest measurement instances are used for AI/ML model input:
· The value of K is up to companies
Agreement 
Regarding the sub use case BM-Case2, AI/ML model output should be F predictions for F future time instances, where each prediction is for each time instance. 
· At least F = 1
· The other value(s) of F is up to companies

Also the conclusions were drawn at RAN1 #109-e for use case 1:





Conclusion
For the sub use case BM-Case1, consider the following alternatives for further study:
· Alt.1: Set B is a subset of Set A
· FFS: the number of beams in Set A and B
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.2: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· FFS: the number of beams in Set A and B
· FFS: QCL relation between beams in Set A and beams in Set B
· FFS: construction of Set B (e.g., regular pre-defined codebook, codebook other than regular pre-defined one)
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The narrow and wide beam terminology is for SI discussion only and have no specification impact
· Note3: The codebook constructions of Set A and Set B can be clarified by the companies.
Conclusion
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.

And conclusions for use case 2 were drawn at RAN1 #109-e:

Conclusion

For the sub use case BM-Case2, further study the following alternatives with potential down-selection:
· Alt.1: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· FFS: QCL relation between beams in Set A and beams in Set B
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.3: Set A and Set B are the same
· Note1: Predicted beam(s) are selected from Set A and measured beams used as input are selected from Set B.
· Note2: It is up to companies to provide other alternative(s)
· Note3: The narrow and wide beam terminology is for SI discussion only and have no specification impact
Conclusion
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.


In this contribution, we provide our views on enhancement use cases and potential spec impact for AI based beam management.
Use cases and potential spec impact
Following the agreements at RN1-109-e, AI/ML inference at UE side and AI/ML inference at network side are to be further studied. In our view, the further study consists of several parts:
· Study the input(s) to the AIML inference model, which may include assistance information in some cases or for some specific models, and at the same time no assistance information may be needed for in some cases or for some specific models.
· The acquisition of assistance information. As captured in the conclusions from RAN1-109-e, “The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side”. Another key factor to consider is user privacy, sacrificing user privacy for better beam management performance is not an acceptable, and how to maintain user privacy and achieve better beam management performance should be explored if assistance information is deemed truly useful. 
· The generalization performance of AI/ML inference model.

Discussion on alternatives for Case 1 and Case 2
Conclusion
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.

Between Alt. 1 and Alt. 4, two readings seem possible:
	
	Reading 1
	Reading 2

	Alt. 1
	Only L1-RSRP measurements based on Set B are fed to the NN inference model.  beam ID information is implicitly sent to the NN inference model. And Set B is semi-statically configured.
	Only L1-RSRP measurements based on Set B are fed to the NN inference model.  beam ID information is implicitly sent to the NN inference model. And Set B can be time-varying.

	Alt. 4
	L1-RSRP measurements based on Set B for fixed DL Tx beam IDs are fed to the NN inference model.  
	At any given occasion, L1-RSRP measurements based on Set B for fixed DL Tx beam IDs are fed to the NN inference model.  And Set B can be time-varying.



It seems with Reading-1, there is no essential difference between Alt. 1 and Alt. 4, then with Reading 2, again there is no essential difference between Alt. 1 and Alt. 4, but the difference between Reading-1 and Reading-2 is quite clear. To facilitate further discussion, we suggest first clarify the alternatives 1 and 4 for use case 1 and alternatives 1 and 3 for use case 2. We have 

Proposal 1: clarify the Alt. 1 and Alt. 4 for use case 1 and alt. 1 and Alt. 3 for use case 2.

As CIR contains richer information than RSRP, it can be expected CIR can provide additional benefits over RSRP. It can be noted that CIR is also mentioned in AI enabled/aided positioning, and UE position information has been mentioned by some companies in the previous meeting as useful inputs to the AI model for BM. We have:
Proposal 1a: study the use of CIR for AI aided BM. 
Discussion on assistance information
As the assistance information for use case 1 and assistance information for use case 2 largely overlap, we can discuss assistance information for both jointly:

· Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), 
· Tx and/or Rx beam angle
· expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction)
· UE position information
·  positioning-related measurement (such as Multi-RTT)
· UE orientation information
· UE direction information, 
· Tx beam usage information, 
· increase ratio of L1-RSRP for best N beams
We have several observations:
For Tx beam related information, which can be on beam shape (Tx beam pattern including its 3dB beamwidth, Tx beam boresight direction, etc., it may be available to infra vendor and/or operator. 
· If NW side inference is used, it seems it may be assumed they can be available, but it should be justified to define them explicitly as inputs to the AI/ML inference model. 
· The assumption that such information can be conveyed explicitly to the UE side for UE side inference may not be valid, e.g. they may bear proprietary information. 
· It should be noted the training data itself may bear such information already. It can be argued even though intuitively such information is relevant to AI/ML inference model, no explicit inputs for them is necessary. Of course, it can be also envisioned that an AI/ML inference model is universal, e.g. it can handle different antenna configurations, beam pattern design, etc., the assistance information in this case comes as a set of parameters to customize the AI/ML inference model, or select a sub AI/ML inference model suitable for the selected input parameters. It seems a necessary step for that is to establish first the benefit of supporting such a universal AI/ML inference model. 

Also an important question is whether Tx beams are amenable to description in terms of beam shape and beam angle. A key consideration is for analog beamforming, whether DFT precoding can be assumed for Tx beam generation. Also similar to the consideration taken in [2], if a data-driven approach is taken to design/generate the analog Tx beams, which may require similar implementation complexity/cost as for DFT precoding,  it is not clear whether the concept of Tx beam shape and Tx beam angle is still suitable in describing Tx beams. 

For Rx beam related information which can be on beam shape (Rx beam pattern including its 3dB beamwidth, Rx beam boresight direction, etc., it may be available to UE vendors/UE chipset vendors, whether such information can be 
· If UE side inference is used, it seems it may be assumed they can be available, but It should be justified to define them explicitly as inputs to the AI/ML inference model. 
· The assumption that such information can be conveyed explicitly to the NW side for NW side inference may not be valid, e.g. they may bear proprietary information. One consideration is conventionally the Rx beam operation is purely up to UE. In the P3 operation, with repetition on for CSI-RS, UE can test different RX beams but there is no CSI reporting on RSRP out of that operation. In our view, departing from the conventional practice for RX beam management is not desirable.
· Further it can be assumed different UE vendors may take different designs in managing Rx beams, it is unclear how different UE designs are handled through reference to RX beam information. As shown in [2], it says “A model-based beam codebook design that assumes ideal omni-directional antenna pattern, and neglects the impact of terminal housing around the antenna, does not work well because the radiation pattern of a practical mmWave antenna combined with the impact of terminal housing is highly irregular. In this paper, we propose a novel and efficient data-driven method to generate a beam codebook to boost the spherical coverage of mmWave terminals”. If a data-driven approach is used in designing the Rx beam or any of the practical issues in UE implementation is considered, it is not clear one can assume beam shape and beam direction can be used to describe Rx beams. 

So it is  necessary to clarify whether the discussed AI/ML inference model is universal to UE models, infra models, etc.

We have 
Observation 1: the Tx analog beam information is already embedded in the training data. Whether additional information about Tx beams such as Tx beam shape and Tx beam angle can be useful, or concepts such as Tx beam shape and/or Tx beam orientation can be used in practice need further study. 

Observation 2: conventionally Rx beam design is transparent to network operation, AI/ML aided/enabled beam management does not need to depart from that. Whether additional information about Rx beams such as Rx beam shape and Rx beam angle can be useful, or concepts such as Rx beam shape and/or Rx beam orientation can be used in practice need further study.
 

 

As for the following assistance information:
· UE position information, or positioning-related measurement (such as Multi-RTT)
· UE orientation information
UE position information may encompass quite a few things: 
· UE position information is with absolute coordinates e.g., longitude and latitude and elevation reading from GPS. In that case, UE position is a label to query the best Tx beam at the position. The inference model may build a continuous map over multiple cells in an operator’s coverage area, the antenna technology/beam pattern design in deployments in the coverage area may not be homogenous, e.g. a large antenna module with a large number of Tx beams for a macro cell, and a small antenna module with a smaller number of Tx beams for a pico cell, etc.
· For NW side inference, model switching, e.g., from area 1 to area 2 happens behind scene, and it is transparent to UE. 
· For UE side inference, model switching is needed to take advantage of the UE position information with absolute coordinates. 
· UE position information is with relative coordinates, e.g., in reference to base station’s or a beacon’s location. First non-homogenous deployment can be still supported, and the difference with the absolute coordinates case is about how UE’s position is acquired, e.g., whether it is with a global reference, or it is with a local reference, the same consideration for model switching applies. Then homogenous deployment can be also considered, the same inference model is used in multiple cells in the coverage area.  
   
To use UE position information for beam management, how to protect user privacy in the whole life cycle of AI/ML model should be studied.
· Data collection for model training:
· It is intuitive to assume there can be some correlation between a user’s location and the best Tx beam at that location, e.g., for a cell without much movement of the users or their environments, hence the propagation condition remains stationary for a long time. For such a case, UE’s location information and beam management information can be collected and used in some way subject to user consent. In training the AI/ML model, some entity needs to collect information regarding beam management and UE position information.  However, how to ensure user’s privacy is protected, whether gNB, or a separate node is the right entity to collect such information needs study. 
· Entry of UE position to the inference model:
· Once the UE position aided AI/ML model is trained, two cases can be considered for the model deployment:
· On the UE side:  entry of the UE position in the inference model may not cause major concern for user privacy.
· On the NW side: query with the UE position in the inference model is cause for major concern for user privacy. Here whether some proxy can be used to hide the user’s identity, and the query of best Tx beam can be submitted by the proxy instead of the UE may need some study. 
Proposal 2: If UE position information is used AI/ML aided beam management, user privacy needs to be considered in data collection for model training and input for inference with UE position information. 

Other aspects of sub-use cases
In R1-220xxx, we provide simulation results on the following use cases for AI based beam management:
· Case 1: Spatial domain beam prediction with measurement for limited number of beams
· Case 2: Time domain beam prediction based on past measurement results
· Case 1a: FR2 Spatial domain beam prediction with FR1 measurements
· Case 2b: Beam dwelling time prediction based on past measurement results
Case 1
For spatial domain beam prediction with measurement for limited number of beams, a classification network is used with fully connected layers. The input is the normalized L1-RSRP for limited number of network beams. As shown in Figure 1, UE does not need to measure the all the beams, but it only needs to measure a subset of beams at the initial stage and with the help of machine learning, a new beam search space (BSS) can be identified for next step measurement. The final beam selection can be performance based on the measurement result from the BSS.
[image: ]
Figure 1: AI based beam prediction for Case 1a
For case 1, with the help of AI, it is possible to reduce the signalling overhead for some beam measurement reference signal and reduce UE’s power consumption for beam measurement. Thus it is necessary to study a more flexible beam report framework so that some beam measurement reference signals can be dynamically activated or deactivated.
Proposal 3: Study spatial domain beam prediction with measurement for limited number of beams as well as a flexible beam measurement and report framework to support dynamic activation/deactivation of beam measurement reference signal and beam report.

Case 2
Usually, the UE moving direction and speed would not change within small time domain granularity, e.g. within 1 second. The moving direction and speed may be obtained based on some past measurement results. It could be possible to predict the best beam at the next beam report/indication interval. Thus, it can reduce the overhead for beam measurement reference signal and beam report, and it can also reduce the UE power consumption. Figure 3 illustrates the procedure for AI based time domain beam prediction.
[image: ]
Figure 3: Procedure for AI based time domain beam prediction
For case 2, with the help of AI, it is possible not to perform beam measurement and report at a certain time, but UE only needs to receive beam indication signalling for future. Thus, it is necessary to study a flexible TCI activation/indication signalling to facilitate the time domain beam prediction.
Proposal 4: Study time domain beam prediction based on past measurement results as well as TCI activation/indication to facilitate the beam prediction in time domain.

Case 1a


Our understanding on the agreement from RAN1 #109-e is that for BM-case 1 and BM-Case2,  the general setup is that Set A and Set B are in different frequency ranges, and as a special case Set A and set B in the same frequency range is also considered.Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range


For spatially correlated UEs, the beam network beam could be highly correlated. Based on spatial correlation, it is possible that the network can predict the best beam for some UEs without beam measurement and report. The spatial correlation can be determined based on some fast-fading parameters, e.g., delay/power/direction for each path. It is not easy to make a hard decision on whether two channels are spatially correlated or not. But with the help of machine learning, it is possible to predict whether two channels are spatially correlated, and they should share the same best network beam.
For case 1a, a UE is assumed to work in a FR1+FR2 CA mode. It is possible to determine the spatial correlation based on some FR1 feedback, and with NW side inference, the network can predict the FR2 beam based on the FR1 feedback. In this contribution, we select the normalized channel impulse response (CIR) as the FR1 feedback to predict the FR2 beam. Figure 2 illustrates the procedure for FR1 assisted FR2 beam selection.
[image: ]
Figure 2: Procedure for FR1 assisted FR2 beam selection
For case 1a, with the help of AI, it is possible not to perform beam measurement and report in FR2, but UE only needs to perform some CSI measurement in FR1 to facilitate the beam selection for FR2. Thus, it is necessary to study CSI enhancement in FR1 to facilitate the beam prediction in FR2, where the CSI enhancement should focus on enhancement on top of traditional CSI to quantize and report CIR.
Proposal 5: Study FR2 spatial domain beam prediction with FR1 measurements as well as CSI enhancement in FR1 to facilitate the beam prediction in FR2
Case 2a
Similar to case 2, it could be assumed that the UE moving speed and direction would not change within a short time, and it is possible to predict the beam dwelling time, so that the network can trigger beam report at proper time. Thus, it can reduce the overhead for beam measurement reference signal and beam report, and it can also reduce the UE power consumption. Figure 4 illustrates the procedure for AI based time domain beam dwelling time prediction.
[image: ]
Figure 4: Procedure for AI based time domain beam dwelling time prediction
For case 2a, with the help of AI, it is possible not to perform beam measurement and report within a certain time window, and UE may only need to wake up for beam measurement after the beam dwelling time. Thus, it is necessary to study some UE power saving schemes for beam measurement with regard to predicted beam dwelling time.
Proposal 6: Study beam dwelling time prediction based on past measurement results as well as UE power saving schemes for beam measurement with regard to predicted beam dwelling time.

Other aspect
It may turn out that AI cannot provide 100% beam prediction accuracy. Therefore, it is necessary to study hybrid AI based and non-AI based mechanism for beam management, where non-AI based scheme can be a complementary for AI based beam prediction. 
In addition, it could be possible that more than one use cases for AI based operation may be supported. Then how to manage multiple neural networks for different use cases could be another study point. In Rel-15, some CPU occupancy rules were introduced to management measurement and reports for multiple CSIs simultaneously. Similar framework can be considered for AI based operation.
Proposal 7: Since AI based beam prediction may not be able to provide 100% beam prediction accuracy, it is necessary to study hybrid AI based and non-AI based beam management.
Proposal 8: Study how to management multiple AI processing simultaneously. 

Conclusion
In this contribution, we provided some discussion on enhancement for AI based beam management. Based on the discussion, We have:
 Proposal 1: clarify the Alt. 1 and Alt. 4 for use case 1 and alt. 1 and Alt. 3 for use case 2.

Proposal 1a: study the use of CIR for AI aided BM. 

Observation 1: the Tx analog beam information is already embedded in the training data. Whether additional information about Tx beams such as Tx beam shape and Tx beam angle can be useful, or concepts such as Tx beam shape and/or Tx beam orientation can be used in practice need further study. 

Observation 2: conventionally Rx beam design is transparent to network operation, AI/ML aided/enabled beam management does not need to depart from that. Whether additional information about Rx beams such as Rx beam shape and Rx beam angle can be useful, or concepts such as Rx beam shape and/or Rx beam orientation can be used in practice need further study.

Proposal 2: If UE position information is used AI/ML aided beam management, user privacy needs to be considered in data collection for model training and input for inference with UE position information. 

Proposal 3: Study spatial domain beam prediction with measurement for limited number of beams as well as a flexible beam measurement and report framework to support dynamic activation/deactivation of beam measurement reference signal and beam report.
Proposal 4: Study time domain beam prediction based on past measurement results as well as TCI activation/indication to facilitate the beam prediction in time domain.
Proposal 5: Study FR2 spatial domain beam prediction with FR1 measurements as well as CSI enhancement in FR1 to facilitate the beam prediction in FR2
Proposal 6: Study beam dwelling time prediction based on past measurement results as well as UE power saving schemes for beam measurement with regard to predicted beam dwelling time.
Proposal 7: Since AI based beam prediction may not be able to provide 100% beam prediction accuracy, it is necessary to study hybrid AI based and non-AI based beam management.
Proposal 8: Study how to management multiple AI processing simultaneously. 
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