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Introduction
A new study item “Study on Artificial Intelligence and Machine Learning for NR air-interface” has been approved for Rel.18 [1]. This document discusses general aspects of AI/ML framework.
The agreement in the past meeting is described in Annex.

Discussion
TR skeleton
TR skeleton was discussed in the last RAN1 meeting, but no specific conclusion was reached. Our concern in the last RAN1 meeting was the original structure was not so clear what section is handled by what agenda. With the latest version of R1-2205476, we are ok to the proposed TR skeleton.

Terminologies
On two-sided (AI/ML) model, we think the description of "gNB" would be typo from the network as the network internal mapping can be carried out outside of RAN1. So, we propose to revise as following.
	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by the networkgNB, or vice versa.



Network-UE collaboration levels
Following was agreed for network-UE collaboration levels for defining collaboration levels.
Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 
There was discussion whether the level should be extended to add one more dimension on where inference is carried out. Although we agree to clearly distinguish the location of inference, the location of training and how collaboration are carried out, our understanding is using above level agreements and agreed terminologies, all distinctions can be expressed. Therefore, there is no need to have a two-dimension level expression.
In addition, there were the discussion whether levels should be expressed by the numbers or not. We are ok with the current agreement of x, y, z expression as to identify which one is more a possibility to the whole target of SI and no need to agree it from now on the order.

View on the model upload
Our understanding is the model upload means the training carried out by UE is transferred to the network. The AI/ML model trained by UE has the merit to optimize specific UE model, but it may not consider the overall network efficiency. Therefore, some test or verification would be necessary for the reasonableness of the AI/ML model before the network uses the uploaded AI/ML model. 

View on the model download
In spite that AI/ML inference requires less number of algorithmic operations compared to the AI/ML training, power consumption and HW complexity are big concerns when AI/ML inference is carried out in UE. As reported in [2], power efficiency of AI/ML accelerator is 80 times to 200 times more efficient compared to a generic CPU. In order to reduce the complexity, instead of the floating number based operation, fixed point number based operation with specific bit-width are also necessary. To have reduced power consumption with reduced complexity, we think some reference model would be required for the model download. In speech codec, the specification is written based on fixed point reference model [3][4]. Although the same model with speech codec would not be able to be used, the way of the standardization may be useful to look.

Conclusion
This document discussed general aspects of AI/ML framework. We propose following.
Proposal 1: TR skeleton proposed at the end of the last meeting can be agreeable.
Proposal 2: In the definition of Two-sided (AI/ML) model, "gNB" should be updated to "the network".
Proposal 3: Current agreement of network-UE collaboration model can be sufficient to express different variations.
Proposal 4: The model upload needs some test/verification before the network uses the AI/ML model trained by UE.
Proposal 5: The model download would require some reference model to allow the HW accelerator with fixed point calculation to reduce the power consumption and to reduce the complexity.


Reference
[1]	RP-213599, “New SI: Study on Artificial Intelligence (AI) / Machine Learning (ML) for NR Air Interface,”	Qualcomm (Moderator), RAN#94e.
[2] N. Jouppi et al., “In-Datacenter Performance Analysis of a Tensor Processing Unit,” Proc. 44th Annual International Symposium on Computer Architecture (ISCA), 2017
[3] ITU-T G.191 : Software tools for speech and audio coding standardization
[4] ITU-T Software Tool Library (STL) https://github.com/openitu/STL

Past agreements

Agreement
Use 3gpp channel models (TR 38.901) as the baseline for evaluations. 
Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models
Working Assumption 
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.

Table: Working list of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function



Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.
Observation
Where AI/ML functionality resides depends on specific use cases and sub-use cases.
Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.
Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 
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