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1. [bookmark: _Ref4683067] Introduction 
In last RAN1 meeting, a list of terminologies and the corresponding definitions was agreed as working assumptions, except that the definitions of ‘on-line training’ and ‘off-line training’ are TBD. 
	Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR. 


Following agreements were made for network-UE collaboration levels:
	[bookmark: OLE_LINK12][bookmark: OLE_LINK13]Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1.	Level x: No collaboration
2.	Level y: Signaling-based collaboration without model transfer
3.	Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 


In this contribution, we discuss the terminologies, functional framework, network-UE collaboration levels and the potential work split between RAN1 and RAN2. 
2. Terminology
In last RAN1 e-meeting, although no consensus was made for the definition of ‘online training’ and ‘offline training’, it is still worthwhile to take the following proposals, which were provided by the FL, as a starting point to define those terms in the SI.  
	Online training
	An AI/ML training process that is performed in the same node as model inference, based on newly-collected data in (near) real-time
FFS: definition of, and the need of defining, real-time
FFS: whether the constraint of “performed in the same node as model inference” can be removed from the definition.
FFS: potential relaxation in “newly-collected data”

	Offline training
	An AI/ML training process that is performed in a different node from model inference, based on collected data in non-real-time.
FFS: definition of, and the need of defining, non-real-time
[bookmark: OLE_LINK3]FFS: whether the constraint of “performed in a different node from model inference” can be removed from the definition.


The criteria to differentiate online and offline training were mentioned in the above proposal: timescale (real-time or non-real-time) for training, same/different node for training and inference and type of data available for training. It’s good to identify the important criteria to differentiate online and offline training. But it will make the definition more restrictive and complicated if many aspects are considered. 
The model training is a computation and power consumed process, and usually takes relatively longer time. Generally, if the functions being learned or use cases being optimized by AI/ML are stationary for a sufficiently long period time, offline training is applicable. That means offline training is performed based on the whole already-collected data in a non-real time manner. For Rel-18 AI/ML over air interface, it’s desired that the AI/ML model can be updated adaptively to the channel variation. However, it’s computationally infeasible to train over the entire dataset to update the AI/ML model in a real-time manner. One possible practical way is to finetune an initial AI/ML model based on newly-collected data, which can be performed timely. The AI/ML model for inference is also under training operation, and vice versa. To simplify the discussion, online and offline training are differentiated by whether training is intertwined with inference or not. Online training means an AI/ML training process that is performed on an AI/ML model, which is under inference operation; offline training means an AI/ML training process that is performed on an AI/ML model, which is not under inference operation.  Based on the definition, online training implies that training is performed in the same node as model inference, while offline training allows that training can be performed in a different node from model inference. But for offline training, it’s also possible that training and inference can be performed on the same node. The constraint of “performed in a different/the same node from model inference” should be removed. 
Proposal 1: The definitions of on-line and offline training consider whether training is intertwined with inference or not. 
· Online training: an AI/ML training process that is performed on an AI/ML model, which is under inference operation.
· Offline training: an AI/ML (re)training process that is performed on an AI/ML model, which is not under inference operation. 

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.


AI/ML model training and inference are two main, distinct phases of AI/ML lifecycle, which should be considered separately. The terms of UE-side (AI/ML) model, Network-side (AI/ML) model, One-sided (AI/ML) model and Two-sided (AI/ML) model are defined from inference point of view. Two-sided (AI/ML) model is defined as a paired AI/ML model(s) over which joint inference is performed, but it doesn't mention how training is realized in two-sided AI/ML model operation. For two-sided AI/ML model, one possible way is that the AI/ML model can be trained at one side and delivered to the other side for joint inference. Other ways are the AI/ML model(s) is trained on both sides through joint training and separate training, just as illustrated in Figure 1.  
For joint training, the AI/ML models at both sides are trained jointly at the same time based on the common dataset. During the training process, the UE and gNB may need to share intermediate updates (e.g., latent vector) and feedbacks from the loss function (e.g., gradient vector) with each other. For separate training, the AI/ML model at each side is trained separately. The input/out pair of the AI/ML model at one side may need to be delivered to the other side, based on which the AI/ML mode on the other side is trained. Therefore, common dataset between the UE and gNB is preferred for separate training.  


Figure 1 Joint training and separate training
Following terms need to be clarified and defined to facilitate the discussion for two-sided AI/ML model operation. 
Joint inference: an inference process that is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.
[bookmark: OLE_LINK6][bookmark: OLE_LINK7][bookmark: OLE_LINK4][bookmark: OLE_LINK5]Joint training: a bilateral training process that is performed jointly across the UE and the network with common dataset to train both sides AI/ML models at the same time. Separate training: a training process that is performed separately by the UE and the network with common dataset to train each side AI/ML model. 
Proposal 2: Consider following terms to facilitate the discussion for two-sided AI/ML model operation:
· Joint inference: an inference process that is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.
· Joint training: a bilateral training process that is performed jointly across the UE and the network with common dataset to train both sides AI/ML models at the same time. 
· Separate training: a training process that is performed separately by the UE and the network with common dataset to train each side AI/ML model. 
3. General Requirements for Datasets
3.1. Existing AI/ML framework for RAN Intelligence
RAN3 SI Rel-17 FS_NR_ENDC_data_collect to enable RAN intelligence through AI [2] has taken intensive study on the high-level principles, function framework, as well as benefits of AI enabled NG-RAN through the use cases including energy saving, load balancing, mobility management. The study done by RAN3 provides good reference for Rel-18 NR_AIML_Air SI. Some parts of the conclusions draw on the function framework, general principles and terminologies may also be applicable to AI/ML over air interface. 
The function framework for RAN intelligence is illustrated in Fig 1 and the common terminologies are also defined in [2]. The framework is defined from function point of view, which considers the necessary functions to enable AI in RAN including data collection, model training, model inference and actor as well as the required flows among those functions. 


Fig 2. Functional Framework for RAN Intelligence [2]
3.2. AI/ML framework for air interface
The framework defined in [2] is generic and some of the functions and processed are potentially applicable to Rel-18 AI/ML over air interface. Besides the functions of data collection, model training and model inference, one additional function needs to be considered is model monitoring, which is used to monitoring the performance of the AI/ML model and triggers the corresponding control of the AI/ML model including model activation/deactivation, fallback to non-AI operation, or even triggers model retraining and update.   In the functional framework for RAN intelligence, model monitoring is also mentioned, but doesn’t identified as one essential functional block. The main reason is that model monitoring in RAN intelligence is purely implementation specific. 
However, in Rel-18 AI/ML over air interface, the model monitoring may require signalings and procedures to provide the performance feedback to the peer. The performance feedbacks can be intermediate KPIs that are used to evaluate the AI/ML model performance, and they can also be the system-level KPIs that are used to evaluate the overall system performance. Considering the potential specification impacts of modal monitoring, it should be identified as one functional block in the framework. 
In the functional framework of RAN intelligence, the functional block Actor is to trigger or perform corresponding actions based on the received the output from model inference.  For example, the actor can determine to handover which UEs to which cells for mobility management or switch on/off which cells for load balance or energy saving.  However, in Rel-18 AI/ML over air interface, the need of Actor function is not crystal clear. The AI/ML operation should be compatible to the existing process flow and the actions of the actor takes should be the processes which have already existed. Taking AI/ML-based temporal/ spatial beam prediction as example, the inference outputs would be the select the best beam. If it is UE-side (AI/ML) model, UE will feedback the top-K beams (CSI-RS) information; if it is network-sided (AI/ML) model, the network will perform beam top-K beams (CSI-RS) sweeping. Those actions are what we already have, which are not specific to AI/ML framework for air interface. 
Proposal 3: The AI/ML framework for air interface includes the functions of data collection, model training, model inference and model monitoring. 


                                Figure 3 Example of functional Framework for AI/ML over air interface
Besides the functions in the framework, the interactions and processes between those functions should be considered. 
As shown in Figure 3, the AI/ML framework will involve data flows between data collection, model training, model inferencing and model monitoring. The major steps regarding these data flows are mentioned below:
1. Training data needs to be sent from data collection to model training.
2. Similarly, inference data (different from training data) needs to be sent from data collection to model inference,
3. Model deployment and model updates need to be propagated from model training to model inference,
4. Model performance feedback should be sent from model monitoring to model training,
5. Outputs of the model needs to be sent from model inference to model monitoring.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]According to the data flows described above, the AI/ML framework for air interface includes the following procedures (FFS on the need of others): 
· data collection configuration and reporting,
· configuration/activation of model inference,
· configuration/activation of model training,
· configuration/activation of monitoring.
Proposal 4: The AI/ML framework for air interface includes the following procedures and FFS on the need of others:
· data collection configuration and reporting,
· configuration/activation of model inference,
· configuration/activation of model training,
· configuration/activation of monitoring.
4. Collaboration Levels
4.1. Clarification on signaling-based collaboration
In last RAN1 meeting, one categorization way from signaling aspect is agreed to define network-UE collaboration levels: 
1.	Level x: No collaboration
2.	Level y: Signaling-based collaboration without model transfer
3.	Level z: Signaling-based collaboration with model transfer
Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings. FFS: Clarification is needed for Level x-y boundary. 
The boundary between Level x and Level y is whether there is signaling involvement. If what kinds of signaling are required in Level y/z can be clarified, the boundary between Level x and Level y/z will be clear.  The signaling here refers to both NAS and AS signaling over the air interface to enable AI/ML operation.
The signaling required for AI/ML operation can consider the following aspects: signaling for data collection, assistant information for training and inference, signaling for model monitoring/updating, signaling for model transfer and UE capability reporting. 
Data collection is the process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference. The signaling for data collection means the signalings, which is used to configure and control the data collection process.  Considering the data like L1-RSRP, CSI report, etc., are also carried by L1 signaling, it should be clarified whether the data itself is considered as signaling or not in the context of ‘signaling-based collaboration’, especially when the data is the existing L1 measurements and reports.  For example, even though there is no collaboration between UE and gNB in level x, it is very likely that the AI/ML training and inference is performed based on the data collected from existing measurement and report. In this case, we don’t think the data alone is not considered as signaling in the context of ‘signaling-based collaboration’.
The signaling considers the assistant information for training and inference, such as the TX beam pattern information transmitted from the network to UE for beam temporal /spatial prediction if AI/ML model training and inference is performed at the UE side. The signaling needs to support model monitoring, e.g., performance feedback to the peer node if the functions of model monitoring and model inference are not co-located. 
If the AI/ML operation requires new UE capability relevant to AI/ML operation, it is also considered as one aspect of signaling-based collaboration, in Level y or Level z. 
Proposal 5: The signaling in the context of ‘signaling-based collaboration’ refers to the NAS or AS signaling over the air interface to enable AI/ML operation.  The data alone is not considered as signaling.
Proposal 6: The signaling in the ‘signaling-based collaboration’ considers the following aspects: signaling for data collection, assistant information for training and inference, signaling for model monitoring/updating, signaling for model transfer and UE capability reporting. 
For AI/ML model transfer, there are two approaches to transfer the AI/ML model. One way is that the AI/ML model is transferred over air interface through AS or NAS signaling. The other way is that the AI/ML model is transferred from an OTT server to the peer node, e.g., OTT server at network side to UE, or OTT server at the UE side to network. In the first case, it is considered as collaboration Level z. But in the latter case, whether it is considered as Level y or Level z depends on how the model is delivered, e.g., through control plane (CP) signaling or user plane (UP) traffic, which needs to be clarified. If AI/ML model from the OTT server to the peer entity is transferred as user plane (UP) traffic, it is considered as Level y, since such model transfer doesn’t require additional signaling and procedure to support. 
Proposal 7: If AI/ML model from the OTT server to the peer entity is transferred as UP traffic, it is considered as collaboration Level y. 
4.2. Extension of Signaling-based collaboration levels
In last RAN1 meeting, two ways to categorize the collaboration levels were discussed: 
1) Definition based on the level of signaling: signaling-based only, signaling and model transfer
2) Definition based on inference-based collaboration: one-sided model, joint inference over two-sided model
The main reason to have the signaling-based categorization is that implies the potential specification/signaling impact at high level. Based on the discussion in section 4.1, it can be observed that the meaning of ‘signaling’ requires more clarification and ‘signaling-based’ categorization for Level x, y, z is still rough, which doesn’t reflect the exact interaction between UE and network. On the other hand, the signaling is the consequence of the network-UE collaboration, but not the collaboration itself. It is better to define the collaboration levels in a finer granularity, considering various levels of network-UE collaboration targeting at separate or joint ML operation, just as mentioned in the SID. 
The signaling-based collaboration levels agreed in last RAN1 meeting should be extended to consider the AI/ML operation, i.e., One-sided or Two-sided AI/ML model. 
Level y is extended as follows:
· Level y-a: Signaling-based collaboration for one-sided model without model transfer
· Level y-b: Signaling-based collaboration for two-sided model without model transfer
Level z is extended as follows:
· Level z-a: Signaling-based collaboration for one-sided model with model transfer
· Level z-b: Signaling-based collaboration for two-sided model with model transfer
The mapping between the network-UE collaboration levels and different sub-use cases are provided in Table 1. The intention to define the different collaboration levels is to abstract the potential options to implement AI/ML in the specifications. It should be flexible and future extensible to accommodate all the possibilities. 
Table 1 Mapping between collaboration-levels and use cases
	Collaboration levels
	Description
	Example of use cases

	Level x
	· AI operation at one side is transparent to the other side. 
· No need of signaling exchange for AI operation
	RAN3 intelligence for mobility management, load balance and energy saving

	Level y-a
	· Need signaling exchange for AI operation
· No AI model transfer
· AI operation at one side
	AI-based Beam management option 1: Model training and inference at the network side.
AI-based Beam management option 2: Model training and inference at the UE side.

	Level y-b
	· Need signaling exchange for AI operation
· No AI model transfer
· AI operation at two sides
	AI-based CSI feedback option 1: Separate training, joint inference at both sides. 
AI-based CSI feedback option 2:Separate training, joint inference at both side.

	Level z-a
	· Need signaling exchange for AI operation
· Need AI model transfer
· AI operation at one side
	It allows the possibility that training is performed at the network side, while inference is performed at the UE side, or vice versa. 


	Level z-b
	· Need signaling exchange for AI operation
· Need AI model transfer
· AI operation at two sides
	AI-based CSI feedback option 3: training at the network side, joint inference.
AI-based CSI feedback option 4: training at the UE side, joint inference.



Proposal 8: Extend the signaling-based collaboration levels to consider one-sided and two-sided models:
· Level x: No collaboration
· Level y-a: Signaling-based collaboration for one-sided model without model transfer
· Level y-b: Signaling-based collaboration for two-sided model without model transfer
· Level z-a: Signaling-based collaboration for one-sided model with model transfer
· Level z-b: Signaling-based collaboration for two-sided model with model transfer
5. RAN1/RAN2 Work Split
RAN2 will start Rel-18 AI/ML SI in October. Proper work split between RAN1 and RAN2 for this SI is important. According to the SI, for protocol aspects, RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 

RAN1 and RAN2 should avoid duplicated discussion and contradictive conclusions. In last RAN1 meeting, RAN1 draw the conclusion that AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion. One aspect identified for RAN2/RAN3 to work on is AI/ML functionality mapping within the network. However, the conclusion is not enough to initiate the discussion in RAN2 and doesn’t define RAN2 work tasks clearly. It is worthwhile to discuss how to split RAN1 and RAN2 work for the general framework discussion. 

RAN1 discussion should focus on network-UE interaction. RAN1 should identify the network-UE interaction for each use case and generalize the different network-UE interactions into different collaboration levels. 
Therefore, RAN2 discussion should focus on how to realize those network-UE interactions through procedures and signalings. RAN2 can figure out the procedures/signalings for the following functions:
· Data collection
· Assistance information providing for training and inference
· Life cycle management
· Model Monitoring
· UE capability reporting
[bookmark: OLE_LINK8][bookmark: OLE_LINK9]Proposal 9: RAN1 should focus on identify the interaction between UE and gNB for each use case and leave the procedure and protocol impact to RAN2. 
6. Conclusion
In summary, based on the above discussion we have the following proposals:
Proposal 1: The definitions of on-line and offline training consider whether training is intertwined with inference or not. 
· Online training: an AI/ML training process that is performed on an AI/ML model, which is under inference operation.
· Offline training: an AI/ML (re)training process that is performed on an AI/ML model, which is not under inference operation. 
Proposal 2: Consider following terms to facilitate the discussion for two-sided AI/ML model operation:
· Joint inference: an inference process that is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.
· Joint training: a bilateral training process that is performed jointly across the UE and the network with common dataset to train both sides AI/ML models at the same time. 
· Separate training: a training process that is performed separately by the UE and the network with common dataset to train each side AI/ML model. 
Proposal 3: The AI/ML framework for air interface includes the functions of data collection, model training, model inference and model monitoring. 
Proposal 4: The AI/ML framework for air interface includes the following procedures and FFS on the need of others:
· data collection configuration and reporting,
· configuration/activation of model inference,
· configuration/activation of model training,
· configuration/activation of monitoring.
Proposal 5: The signaling in the context of ‘signaling-based collaboration’ refers to the NAS or AS signaling over the air interface to enable AI/ML operation.  The data alone is not considered as signaling.
Proposal 6: The signaling in the ‘signaling-based collaboration’ considers the following aspects: signaling for data collection, assistant information for training and inference, signaling for model monitoring/updating, signaling for model transfer and UE capability reporting. 
Proposal 7: Clarify which collaboration level it belongs to if model is transferred from an OTT server, Level y or Level z. 
Proposal 8: Extend the signaling-based collaboration levels to consider one-sided and two-sided models:
· Level x: No collaboration
· Level y-a: Signaling-based collaboration for one-sided model without model transfer
· Level y-b: Signaling-based collaboration for two-sided model without model transfer
· Level z-a: Signaling-based collaboration for one-sided model with model transfer
· Level z-b: Signaling-based collaboration for two-sided model with model transfer
Proposal 9: RAN1 should focus on identify the interaction between UE and gNB for each use case and leave the procedure and protocol impact to RAN2. 
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