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1  Introduction

A new study item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved in RAN#94-e meeting [1]. The objectives of this study item include defining common notation and terminology for AI/ML, investigations on the framework for AI/ML for air-interface, finalization and evaluation for the representative sub use cases for each use case, and assess potential specification impact for the representative set and for a common framework. In this contribution, we present our views on the terminology and related description for AI/ML, network-UE collaboration levels, model life cycle management, framework for AI/ML for air-interface, and evaluation methodology of AI/ML for air interface.
2  Terminology and related description for AI/ML
In RAN1#109-e meeting [2], the following working assumption were made for the terminologies to be used for RAN1 AI/ML air interface SI discussion. 
Working Assumption 

Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 

The description of the terminologies may be further refined as the study progresses.

New terminologies may be added as the study progresses.

It is FFS which subset of terminologies to capture into the TR.

Table: Working list of terminologies

	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function


During the email discussion in RAN1#109-e meeting, the definitions of Online training and Offline training have been discussed. One discussion point is whether to include the definition of near real-time to online training. In our view, it is difficult to give a clear definition of near real-time, we prefer to define Online training and Offline training as follows.
	Online training
	An AI/ML training process that is performed in the same node as model inference, based on newly-collected data in real-time

	Offline training
	An AI/ML training process that is performed in a different node from model inference, based on collected data in non-real-time.


In our mind, online training is a continuous AI/ML training process, once the real-time newly-collected data arrivals, the model will be updated. This is different from fine-tuning the model, which means the model is fine-tuned by a dataset, and the dataset will not be changed during the fine-tuning procedure.
Proposal 1: The definition of Online training and Offline training can be given as follows.

	Online training
	An AI/ML training process that is performed in the same node as model inference, based on newly-collected data in real-time

	Offline training
	An AI/ML training process that is performed in a different node from model inference, based on collected data in non-real-time.


Beside the terminologies, some basic stages of AI/ML related algorithm need to be further clarified. For AI/ML model generation, the related stages include model training, model validation and model testing. Here are some initial thoughts for the related stages.
· Model training: Date set is the prerequisite for AI/ML model training, and some data processing procedure (e.g. data cleaning, data transformation, data reduction) may be involved to improve the quality of the data set. 
· Model validation: Adjust the hyper-parameter of the model based on the validation set.
· Model testing: Test the performance of the trained model based on the testing data set. Some requirements and performance metrics should be defined.

3  Network-UE collaboration levels
In RAN1#109-e meeting [2], the following agreements were made for network-UE collaboration levels.

	Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels

1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings

FFS: Clarification is needed for Level x-y boundary  


In our view, some clarification is needed for the definition of Level x/y/z. The collaboration Level x means the existing air-interface can support the usage of the AI/ML model, it can be seen as the implementation-based AI/ML schemes. For Level y, we think two sub-levels can be defined from the perspective of whether signaling-based collaboration for model lifecycle management is needed. For example, for AI/ML based positioning, the signaling-based collaboration of Level-y can be CIR reporting enhancement. This kind of signaling exchange is not for model lifecycle management, it can be viewed as indirect signaling-collaboration to facilitate the usage of AI/ML. For Level-z, the potential solutions to support model transfer should be discussed.
Proposal 2: The network-UE collaboration levels can be further defined as follows.
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
Level y-a: Signaling-based collaboration without model transfer and without model lifecycle management
Level y-b: Signaling-based collaboration without model transfer and with model lifecycle management
3. Level z: Signaling-based collaboration with model transfer
4  Model life cycle management
The lifecycle management of AI/ML model is necessary for obtaining satisfactory performance by applying AI/ML model, which includes model training, model deployment, model monitoring, and model updating/switching. For model training, the assistance of data collection from gNB or UE may be needed, the possible specification impact for each use cases should be discussed. Model deployment may include the model testing procedure, and the related requirements for model testing should be defined for each use case. The goal of model monitoring is to evaluate the performance of the AI/ML model based on the defined metrics. The metrics can be directly or indirectly related to the AI/ML model performance, and can be different for each use case. Based on the results of the model monitoring, model updating/switching or fallback to traditional non-AI schemes may be triggered.

Proposal 3: For model life cycle management, study the following stages and potential specification impact. 

· Model training
· Assistance of data collection from gNB or UE may be needed
· Model deployment
· Model requirements for model testing should be defined for each use case 
· Model monitoring
· Direct or indirect KPIs should be defined for each use case

· Model updating/switching
· Model updating/switching mechanism 

· Fall back to traditional algorithm
5  Considerations on framework for AI/ML for air-interface 

A functional framework for AI-enabled RAN intelligence has been proposed as follow.
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Fig. 1 Functional Framework for RAN Intelligence
The above functional framework comprises of four functions, data collection, model training, model inference and actor. The detailed descriptions of each function can refer to TR 37.817 [3]. In our view, the above framework is a common and general framework, whether it can characterize the representative use cases of AI/ML for air-interface should be discussed. 

Most functions of lifecycle management have already been reflected in the functional framework for RAN intelligence. Whether model monitoring should be presented as a separate function in the framework for air-interface can be discussed. Based on the metrics and methods for model monitoring, the location nodes for model inference and model monitoring can be the same or different. Moreover, model deployment and model update can also be operated at different nodes. For example, model training is located in the gNB, and the model inference is located in the UE. For model updating, UE can fine-tune the model with a small number of data samples.
Proposal 4: On Rel-18 AI/ML for air interface, whether a new framework based on the functional framework for RAN intelligence is needed should be studied.
6  Considerations on evaluation methodology of AI/ML for air interface
The performance of AI/ML model relates to many factors, including the data sets, the architecture of the model, the training method, the optimization of hyper parameters, etc. For fair comparison with traditional schemes, the evaluation methodology for AI/ML based schemes should be studied.
6.1 Common data set 

Unlike traditional algorithms used in wireless communication, artificial intelligence/machine learning is a data-based science. The data is used for nearly all the stages of AI/ML, including model training, model inference, model updating and model monitoring. The construction of data set is essential for AI/ML for air interface.

For each use case, the evaluation assumptions for constructing the dataset for training, validation and test has been discussed in the corresponding agenda. Besides, we think a common data set for each selected use case should be encouraged to be constructed. The common dataset can be uploaded to 3GPP web or a third-party web site in a proper way and each company could download it for evaluation and cross-checking of performance. The common data set could come from some companies’ input. Moreover, there might need some criteria to assess the validity and sufficiency of common data set. 
Proposal 5: A common data set for each use cased could be encouraged to be constructed for evaluation and cross-checking of performance.
6.2 Calibration methods

For a use case, the common dataset and reference model can be used for calibration. The reference model is not expected to be specified, but only for calibration purpose. The reference model can even be public to the participating member of 3GPP. Without the reference model, it is difficult to do calibration in some use cases, and the simulation results from different companies may be diverse when comparing with the baseline. Regarding the KPIs used for calibration, besides the performance KPIs such as throughput, the intermediate KPIs such as NMSE can also be used to align the AI/ML model performance in a more direct way. Based on the calibrated results, different models can be used to verify the benefit of AI/ML based algorithms. The AI/ML models used for evaluation by each company are encouraged to be reported for cross-checking.

Proposal 6: To facilitate the performance comparison of AI/ML models, the reference model can be defined for some use cases.
6.3 KPIs and requirements 

In RAN1#109-e meeting, the KPIs for each use case have been discussed. One open issue is whether and how to evaluate the inference latency of AI/ML model. Inference latency is not only related to the model complexity, but also related to the hardware platform. In our view, it is difficult to evaluate the inference latency using a mathematical method. Instead, the inference latency can be obtained from the simulations and reported by each company.
Proposal 7: Consider inference latency as one of the common KPIs for evaluating performance benefits of AI/ML, and the inference latency can be reported by each company.

The generalization capability is to verify whether a model trained under a certain assumption can be applied well under different assumptions. The different assumptions may be different scenarios (e.g, Uma, Umi) or different configurations (e.g., different bandwidth, different number of antenna ports). 
For generalization over different scenarios, if the generalization capability of AI model is not preferred, model updating/switching can be used when UE moves to the neighboring cell or when the scenario is changed. Transfer learning is a method to improve the AI/ML performance under the target scenario and reduce the training cost.
For generalization over different configurations, various configurations should be supported to guarantee the flexibility. For example, for AI-based
CSI feedback overhead reduction, the number of sub bands can be configured from 3 (24 PRBs, sub band size 8) to 18 (72 PRBs, sub band size 4). For CSI compression of different number of sub bands, multiple AI/ML models with different dimensions of the input/output data can be designed. But it is unrealistic to train a model for each configuration due to the training and memory storage cost. How to design a model can be used for multi-configurations should be studied. For AI-based spatial domain beam prediction, the gNB can configure different number of beam pairs for measurement (Set B). To support beam prediction under different number of beam pairs of set B, BS or UE side can train and storage multiple AI models, but also the training and memory storage cost may be unacceptable. Therefore, the generalization over different configurations should be studied. When comparing the performance with baseline, instead of evaluating the performance under one single configuration, the average performance of multi-configurations should be evaluated.
Proposal 8: The generalization capability of AI/ML model under different configurations should be evaluated.
7  Conclusion

Proposal 1: The definition of Online training and Offline training can be given as follows.

	Online training
	An AI/ML training process that is performed in the same node as model inference, based on newly-collected data in real-time

	Offline training
	An AI/ML training process that is performed in a different node from model inference, based on collected data in non-real-time.


Proposal 2: The network-UE collaboration levels can be further defined as follows.

1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
Level y-a: Signaling-based collaboration without model transfer and without model lifecycle management
Level y-b: Signaling-based collaboration without model transfer and with model lifecycle management
3. Level z: Signaling-based collaboration with model transfer
Proposal 3: For model life cycle management, study the following stages and potential specification impact. 

· Model training
· Assistance of data collection from gNB or UE may be needed
· Model deployment
· Model requirements for model testing should be defined for each use case 
· Model monitoring
· Direct or indirect KPIs should be defined for each use case

· Model updating/switching
· Model updating/switching mechanism 

· Fall back to traditional algorithm
Proposal 4: On Rel-18 AI/ML for air interface, whether a new framework based on the functional framework for RAN intelligence is needed should be studied.
Proposal 5: A common data set for each use cased could be encouraged to be constructed for evaluation and cross-checking of performance.
Proposal 6: To facilitate the performance comparison of AI/ML models, the reference model can be defined for some use cases.
Proposal 7: Consider inference latency as one of the common KPIs for evaluating performance benefits of AI/ML, and the inference latency can be reported by each company.

Proposal 8: The generalization capability of AI/ML model under different configurations should be evaluated.
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