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1	Introduction
The study item Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved in RAN#94e [1]. It will be the first study of AI/ML technology in 3GPP RAN1. The study item will explore 3GPP frameworks to enable AI/ML including, for example, AI/ML model characterization, various levels of collaboration between UE and network, data sets for training/validation/testing/inference, and life cycle management. The study should quantify the performance, robustness, complexity, and potential specification impact of AI/ML based solutions.
In RAN1#109-e, the following agreements were made for the general aspects of AI PHY:
	Agreement
Use 3gpp channel models (TR 38.901) as the baseline for evaluations. 
Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models
Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 



In addition, a working assumption was made to include a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. The working assumption and the corresponding working terminology list table are captured in Appendix for reference.
In this contribution, we summarize our views on the general aspects of AI/ML framework for AI on PHY, including characterization of defining stages, functional framework and ML model life cycle management (LCM), the terminologies that either should be updated or be added into the working list table, definition of UE-gNB collaboration levels, UE capabilities, and common aspects of evaluation methodology.

[bookmark: _Ref178064866]2	Discussion
The following high-level principles should be applied for AI on PHY:

· The detailed AI/ML algorithms and models for use cases are implementation specific and out of RAN1 scope.
· The input/output and the location of the Model Training and Model Inference function should be studied case by case.
· Where AI/ML functionality resides depends on specific use cases.
· An AI/ML model used in a Model Inference function must be initially trained, validated, and tested by the Model Training function before deployment.
· Functional framework and high-level procedures defined in the TR should not prevent from “thinking beyond” them during normative phase if a use case requires so.
· User data privacy and anonymisation should be respected during AI/ML operation.
2.1 	Defining stages, functional framework, and model LCM
The purpose of defining stages of the AI/ML model lifecycle is to develop a functional framework for anchoring discussions related to NW-UE collaborations in supporting AI/ML for PHY use cases. The detail in which the functional framework is described should reflect specification needs.
2.1.1 	High-level defining stages
The RAN3 functional framework, described in [2] and outlined by Figure 1, can be used as a starting point on defining high-level stages within AI/ML model lifecycle management. It was developed in the context of collecting data for model training and inference at the network side, with proprietary AI/ML models. The RAN3 functional framework describes the data collection stage with respect to the characteristic iterations between the model training and model inference stages in machine learning. This functional framework was primarily targeting NW-side AI/ML use cases (in the context of enhanced data collection) where model training, model inference, model deployment and model performance are performed by the NW-side in a fully proprietary manner. 
For use cases considered in AI on PHY, as discussed in RAN1, with AI/ML model at the UE-side being either one-sided or part of two-sided AI/ML, there may be a need to discuss stages within model LCM that are not explicitly covered by the RAN3 framework of Figure 1 and may impose some NW-UE collaborations beyond data collection. These modifications are addressed in the following.
[image: ]
[bookmark: _Ref106609410][bookmark: _Ref107833766]Figure 1: RAN3 functional framework.

A possible high-level description of model LCM for AI on PHY can include the stages and data/signal flows depicted in Figure 2. This description is similar to the RAN3 functional framework in Figure 1, but here the stage of model deployment and the function of performance monitoring are explicitly expressed as being part of the high-level stages/functions, in conjunction with data collection, model training and model inference. Note that performance monitoring may or may not be done at the same entity as model inference, although associated with the inference pipeline. Note also that this high-level description utilizes the terms “activate” and “deactivate” from the working assumption list of AI/ML terminologies (see appendix).
General aspects on NW-UE collaborations for enabling efficient AI/ML models for the NR Air Interface can be discussed around the stages/functions shown in Figure 2. In general, one or more of the following specification impacts should be studied:
PHY layer aspects:
· New physical-layer measurements (including associated configurations, signalling, and reporting) to obtain physical-layer data, where it is understood that the physical-layer data (i.e., dataset) can be used to design, validate, and test the algorithm prior to deployment/update.
· New signalling to monitor the algorithm’s performance during deployment.
· New UCI and associated configurations.

Protocol aspects:
· New signalling to report UE-side model inference outcome.
· New signalling to identify and configure the UE to use the algorithm (model inference).
· New signalling to download the algorithm to the UE, if model download is supported.
· New signalling to identify UE capabilities e.g., to execute/train/retrain/compile the algorithm.

Interoperability and testing aspects:
· New requirement, data, and testing frameworks to verify the algorithm’s performance prior to deployment/update.
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[bookmark: _Ref107919747]Figure 2: Possible extension of the RAN3 functional framework for AI on PHY.


From the RAN3 TR [2], model training and model inference in Figure 1 were described as follows:

· “Model Training is a function that performs the AI/ML model training, validation, and testing which may generate model performance metrics as part of the model testing procedure. The Model Training function is also responsible for data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) based on Training Data delivered by a Data Collection function, if required.”"Model Inference is a function that provides AI/ML model inference output (e.g., predictions or decisions). 
· Model Inference function may provide Model Performance Feedback to Model Training function when applicable. The Model Inference function is also responsible for data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) based on Inference Data delivered by a Data Collection function, if required."

The above descriptions indicate that model training and model inference related to Figure 1 basically refer to the training and inference pipelines, discussed further in some detail in section 2.1.4 and 2.1.6, respectively.
From the RAN1 meeting #109-e general aspect session chairman’s notes, the following was concluded:  
"As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified."
As AI/ML algorithms and models are to be implementation specific (proprietary) there would be no need for a functional framework to cover architectures/structures of AI/ML algorithms, but for AI/ML for PHY there may for certain use cases be a need that the functional framework includes the signatures of AI/ML models, i.e., the input and output of the model. For example, in use cases with one-sided AI/ML models at the UE-side, the UE may be configured to report the output from the model and for two-sided use cases the UE may be configured to occasionally report model input and corresponding output for model re-training and performance monitoring purposes.
In following subsections, stages of Figure 2 are discussed in some detail and related working assumption terminologies from the RAN1 meeting #109-e are assessed. Proposals on revised and new terminologies are summarized in section 2.6.
2.1.3 	Data Collection
Data Collection is a stage that collects and provides raw input data to the Model training stage (training pipeline) and the Model inference in deployment stage. AI/ML algorithm specific data preparation (e.g., data ingestion and data refinement) is not carried out in the Data Collection stage. 
Examples of data may include radio measurements from UE or NW (e.g., L1-RSRP and CRI/SSBRI for beam management use cases, channel representatives for the CSI feedback use cases, and PRS/SRS measurements for the positioning use cases). The data may also include non-radio-measurement type of data like UE location, UE trajectory, beam ID, network configuration ID as discussed in the related AI on PHY use cases. In addition, the data may include the output from an AI/ML model, which can be used for e.g., performance monitoring.
The data to the Model training stage (training pipeline) will be further processed and used for AI/ML algorithm training, validation, and model evaluation.
The data to the Model in deployment stage will be further processed if required and then used for AI/ML model inference and performance monitoring. 
The exact data to the Model training stage (training pipeline) and Model in deployment stage depends on the specific use case. Our views on the data collection framework for AI on PHY use case and the potential standard impact will be discussed further in Section 2.3.
In the current definition of Data collection, it is not clear if data analytics include the case of using collected data for performance monitoring. Hence, we propose to add “performance monitoring” into the definition to make it clearer. 
[bookmark: _Toc111217492]Revise the description of the term “Data collection” with the proposed changes captured in Table 1 in section 2.6.

2.1.4 	Model training Stages
An AI/ML-model usually represents some functional mapping between a set of model input features, X, and a model output, Y, where X and Y can be multi-dimensional tensors. When the AI/ML model is represented by a neural network, this mapping is given by its feedforward propagation. Training to obtain an AI/ML model comprises of finding good and high-qualitative input features, X, as well as finding the optimal mapping of X to Y in a sense determined by a loss function. The stages associated with (batch) model training can be outlined as shown in Figure 3, in which the actual model training is one stage within the training pipeline.
The set of model input features, X, represents the AI/ML model input signature whereas the model output, Y, represents the AI/ML model output signature.
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[bookmark: _Ref106610145]Figure 3: Model training stages (training pipeline).
The stages within training pipeline are described below in some more detail together with their relation to the corresponding terminologies from the working assumption terminology list. 
2.1.4.1 	Data ingestion and data refinement
Data ingestion refers to gathering relevant raw (non-featured) input data from locations storing the (static) data of interest. Such raw data may have been collected from networks or have possibly been obtained from dedicated test or sounding devices. Once gathered, separation into training datasets, validation datasets and possibly test datasets could be carried out at this stage.
Data refinement includes the steps of data validation and data pre-processing. Data validation refers to verifying that the gathered raw data have statistics as expected and are not imbalanced, whereas data pre-processing refers to e.g., imputation, filtering unnecessary data, and/or transforming the data (e.g., scaling, normalization). Steps in the data pre-processing are often referred to as feature engineering, wherein the idea is to extract important information out of the raw data using domain knowledge. One example of feature engineering is for the CSI compression use case [3], where the data pre-processing step comprises of excluding channel eigenvectors associated with the smallest eigenvalues since they are not likely to be useful.
[bookmark: _Ref111214136]Any “AI/ML model transfer” would require AI/ML model inputs (including data pre-processing) to be standardized.

2.1.4.2 	Model training
Figure 4 illustrates a typical model training process with its iterative model design steps of training, validation and tuning of hyper-parameters. Basically, it starts with an initial AI/ML algorithm and training setup (including hyperparameters and gradient-based optimization method/scheme) followed by the actual training of the model parameters followed by model validation in which validation datasets (a.k.a. dev sets) are used to reveal any model flaws such as overfitting to the training datasets. The term “AI/ML model validation” from the working assumption list of terminologies corresponds here to the validation in training in Figure 4.  
Finding an appropriate model depends on several factors such as amount of available training data, computational power, and performance requirements associated to the model. There is a vast number of algorithms available, and the exact algorithm should evidently be selected on a use case basis, considering the goal of the ML task.
The output of the model training stage is a model that is defined by its training datasets, ML algorithm structure and final optimization parameter settings as well as the loss function. It can be noticed that the obtained model has an implicit dependency to the validation datasets which may significantly affect the ML algorithm and hyperparameter tuning.
[bookmark: _Ref111214152]A proprietary AI/ML model in a strict meaning would imply that training datasets, validation datasets, AI/ML model signatures, ML algorithm structure, training optimization settings and loss function are neither shared across vendors nor specified.
For defining network-UE signalling collaborations in use cases where the outcome of model inference at the UE-side is reported to the network, there will be a need to capture the output signature of the model. 
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[bookmark: _Ref107242500]Figure 4: Model training process.
When referring to “AI/ML model training”, it could mean different things depending on what one assumes to be part of the model training. For example, model training may refer to adjust the weights of the ML algorithm using training datasets or it may refer to the whole model training process shown in Figure 4. Moreover, model training may also include data refinements as well as the “AI/ML model testing” stage discussed in the following subsection, or it may refer to all stages of the model training pipeline shown by Figure 3.
The description of the term “AI/ML model training” in the working assumption list of terminologies could basically refer to any of these alternatives on what stages/steps to include in “AI/ML model training”. Moreover, it could also be interpreted through the wording “and obtain the trained AI/ML Model for inference” that model deployment is included in the stage of model training.
[bookmark: _Ref111214239]The description of the term “AI/ML model training” is unclear whether it refers to the actual model training process within the training pipeline or if it may refer to all stages within the training pipeline as well as if model deployment is included in the stage of model training.
It is proposed to revise the description of “AI/ML model training”.
[bookmark: _Toc111217493]Revise the description of the term “AI/ML model training” with the proposed changes captured in Table 1 in section 2.6.

2.1.4.3 	Model evaluation
Model evaluation can comprise of feeding test data into the model obtained from the model training stage, where test data represents unseen data in the meaning that this data was not part of the model training process illustrated by Figure 4. Although test datasets have same or similar distributions as the training and validation datasets, they have no correlations to the outcome of the actual model training stage. The terminology “AI/ML model testing” from the RAN1 terminology working assumption list corresponds to the model testing as illustrated by Figure 5.   
The model can for example be validated by verifying that the computed loss metric for the test data is below a certain threshold value. Performance metrics used for model testing could be the same as those used in the model training process discussed in the previous subsection, and the software used for model testing could be the same as used in the model validation shown in Figure 4 with the difference being the datasets only. Although the main purpose of model testing is to verify that the model performance observed during the model training process remains with unseen data of same/similar data distributions, model testing with data distributions that may (slightly) differ from the model training can be used to assess model robustness. 
Model evaluation is broader than model testing in the sense that it can also comprise of comparing the AI/ML model performance to a baseline (e.g., performance by legacy method or by a currently deployed AI/ML model) where KPIs such as link and system throughputs are compared. Whereas model testing basically represents a typical stage in machine learning to test model performance towards some ML metrics, model evaluation also takes domain metrics into account to assess the model performance in a business context. Although the model testing may show substantial ML metric performance improvements, the gain by deploying the model may not be significant from a business perspective.  
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[bookmark: _Ref111117191]Figure 5: Model testing as part of model evaluation.

The current description of “AI/ML model testing” states that model testing is “A subprocess of training …” which could be interpreted that model testing is included in the model training process as of section 2.1.4.2, which it could be. Our preference is to view model testing as a stage after the model training process, and therefore proposes to revise the description.
[bookmark: _Toc111217494]Revise the description of the term “AI/ML model testing” with the proposed changes captured in Table 1 in section 2.6.

2.1.4.4 	Model registration
This stage typically comprises of operations to make the AI/ML model runnable via compilation to the specific hardware used in the model inference stage and includes steps like versioning of the model and packaging of the model so that it can be executed. Depending on the packaging approach, it may include serialized model, metadata, dependencies, Dockerfiles, and wrapping code.
Model registration in the context of AI/ML for PHY may be limited to discussions of assigning a UE-side AI/ML model with a version identifier for the NW to be able to identify the model version used by a UE. One reasoning for introducing such identifier could be to configure two-sided AI/ML models properly. Another reasoning could be NW assistance related to UE-side AI/ML model performance monitoring.
[bookmark: _Toc111217495]Define the term “AI/ML model registration” with the description given by the text proposal in Table 1 in section 2.6.


2.1.5 Model deployment
AI/ML model deployment is the process for which an AI/ML model come into production. From a specification impact point of view the main aspect to focus on is when the AI/ML model is deployed at the UE-side. There are basically two approaches: The first approach is a standardized mechanism for AI/ML model transfer from the gNB to the UE. The second approach is a proprietary approach wherein the AI/ML model is transferred to the UE from another source, where the source could for example be the device manufacturer or the chipset manufacturer. 
Considering the discussion at the previous RAN1 e-meeting, it is clear that the intent of AI/ML model transfer should be based on a standardized mechanism rather than a propriety mechanism handled outside 3GPP. Therefore, we propose to update the definition of AI/ML model transfer to better fit the considerations above.
[bookmark: _Hlk111194904][bookmark: _Toc111217496]Revise the description of the term “AI/ML model transfer” with the proposed changes captured in Table 1 in section 2.6.
 
2.1.6 Model inference stages
Figure 6 illustrates three stages associated with the model inference pipeline; data ingestion, data pre-processing and the actual inference stage that takes featured input data (X) to provide a model output (Y). 
Data ingestion refers to gathering relevant raw (non-featured) needed for the ML-model for inference. In contrast to data ingestion for training, the data for making model inference is more time-restricted by the delay-constraints of the function using the model output. The data is typically a continuous flow of data, and not a large static dataset as is typically considered for training.
The data pre-processing stage for the inference pipeline is basically expected to be the same as in the corresponding stage of the training pipeline shown in Figure 3 (part of data refinement). If training data is pre-processed, parts of this pre-processing may be needed during inference as well. For example, the process of normalizing, or excluding certain parts of the inference data. Evidently, if data pre-processing is standardized it applies to both training and inference.
Hence, during model inference a deployed model is executed by feeding some featured input data to the model for obtaining some model output. How inference will be handled from a specification point of view differs significantly depending on if the AI/ML model is operating in the UE or in the NW as described in section 2.3.4.
The description of the term “AI/ML model inference” from the working assumption list of terminologies states that the inference is “A process of using a trained AI/ML model …”, which is correct, but the description does not reflect that model inference is done in deployment. Moreover, the description is unclear whether “a set of inputs” includes the stage of data pre-processing or if it refers to the gathered raw data.
[bookmark: _Toc111217497]Revise the description of the term “AI/ML model inference” with the proposed changes captured in Table 1 in section 2.6
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[bookmark: _Ref111215441]Figure 6: Stages within model inference (pipeline).
2.1.7 	Model performance monitoring
Model performance monitoring refers to monitoring drifts in data and model or monitoring performance metrics after the model has been deployed. The data drift, using information from the data ingestion stage as outlined in previous section, can for example be detected by comparing the data statistics during inference with the data collected during training. A large difference can indicate that a model is not operating under the same assumptions used during the training, and potentially needs to be retrained. Similarly, model monitoring may indicate that performance metrics related to the model inference go below a given threshold which might trigger model retraining (including generation of a new training dataset).
Model performance monitoring is partly captured by the description of the term “Model monitoring” from the working assumption list of terminologies but data validation as part of monitoring input data statistics of deployed model has not been captured.
[bookmark: _Toc111217498]Define the term “Data validation” with the description given by the text proposal in Table 1 in section 2.6.

2.2	Notation and terminology
2.2.1	One/two-sided models
We believe that the definitions of one-sided and two-sided (AI/ML) models, in the working assumption terminologies are not complete because the term “paired” is not defined. Consider the following two scenarios.

Scenario 1: Suppose that we have a positioning use case where the UE uses a trained AI model to generate an enhanced RSTD report, which is used by the NW to estimate the UE’s position. In addition, suppose that the NW uses another trained AI/ML model to estimate the UE’s position from the UE’s RSTD report. 

Depending one’s understanding of “paired” in the working assumptions, scenario 1 can be classified as a two-sided AI/ML model; that is, it is a pair of AI models (one in the UE and one in the NW) over which inference is performed. We believe, however, that this scenario should be classified as a one-sided use case (i.e., a pair of one-sided models, rather than a single two-sided model): Neither the UE or the NW is required to use AI functionality, and the interaction between the two AI models is not different from that used in non-AI based method. Or, put another way, the NW’s position estimator does not need joint training nor joint inference with the UE’s RSTD report generator. 

Scenario 2: Suppose that we have a CSI-reporting use case where an AI model in the UE compresses downlink CSI-RS-based channel (feature) estimates and another AI model in the gNB decompresses those estimates. 
Clearly scenario 2 should be classified as a two-sided AI/ML use case: The meaning of the UE’s CSI report is not fully specified (determined by the trained AI models), so the UE and gNB AI models need to be paired together for joint training and joint inference.
[bookmark: _Ref111214250]The key difference between the one-side and two-sided AI/ML model is the following. For one sided AI/ML model, the AI/ML model (on either UE side or network side) can be trained and then perform inference without dependency on another AI/ML model. Conversely, for two-sided AI/ML model, the paired AI/ML models in the UE and NW need to be jointly trained in some way (to be studied) and perform inference jointly, where one AI/ML model in the pair cannot be replaced by a legacy method.  
2.2.2	Online/Offline training
There was no consensus regarding the term online/offline learning during RAN1#109 meeting. The issues pending resolution include: 
FFS: definition of, and the need of defining, real-time/non-real time
FFS: whether the constraint of “performed in the same node as model inference” can be removed from the definition.
FFS: potential relaxation in “newly-collected data”

In general, when training AI/ML models, it is not beneficial to update a model upon the arrival of each new data sample, since this could lead to highly varying gradients causing inefficient model training. Hence, one typically collects a mini batch of data prior to updating the model. The time duration for collecting such small batch of data will depend on the use case. Models trained on physical layer data can obtain lot of samples in short time span, while models used in higher layers requires more time for collecting a mini batch of data. Including a definition of real-time for offline/online training therefore might limit the definition to certain use cases and does not capture the learning nature of the model. 
Another aspect is the deployment constraint to define the term online/offline learning. This constraint would be useful for example when discussing the data collection stage, where one clear differentiator is when the data collected in one node is used for model training in another node. Another constraint is updating the model using newly collected data, this affects the frequency of model update and thereby LCM. Such implications should be reflected in the definition of online/offline training. In essence, the term online/offline learning should reflect the impact on the data collection and life-cycle management needed. 
[bookmark: _Toc111217499]Define the term “Online/offline learning” with the description given by the text proposal in Table 1 in section 2.6.

[bookmark: _Hlk100404755]2.3	Definition of UE-NW collaboration aspects 
A first aspect on network-UE collaboration levels was defined at RAN1#109 based whether model transfer is required or not. This hence relates to the aspect of the model deployment in the defining stages of ML. The definition of further levels of collaboration aspects should be based on other defining stages of ML. The structure of the other aspects can be based on different options listed below
1) Define further aspects as sub-levels to model transfer
2) Define further aspects on same level as model transfer
Option 1) implies that all other aspects are first based on whether model transfer is needed or not. However, this might not be adequate for all use case, for example, consider the case of training ML models for beam prediction. The data collection for such model is not necessarily based on whether model transfer is needed or not. If the model is to be used that the NW side for model inference, it could require the same data as if the model would eventually be transferred for single-sided UE model inference. Hence the data collection is not impacted by whether model transfer is needed or not. 
Moreover, defining aspects as sublevels to the model transfer aspect can generate large tree-structures and create a lot of unnecessary confusion. This motivates the need for defining further aspects according to option 2).
The other aspects should be based on the defining stages of AI/ML (Figure 2), that is, the following is proposed. 
[bookmark: _Toc111217500]The collaboration levels are based on the defining stages of AI/ML

The sub-levels for each aspect could comprise any of the examples listed below.
2.3.1 	Data collection aspects
As discussed in Section 2.1.3, data collected at the Data Collection stage can be used as input data for model training, model inference and model performance monitoring. In general, the input data can be divided into two groups, i.e., 
· Group 1: radio measurement data collection 
· Group 2: non-radio-measurement data collection 
Examples of radio measurement data include existing 3GPP defined L1 radio measurements (e.g., L1-RSRP/SINR and/or CRI/SSRI for beam management use cases) and new type of radio measurement data that are not defined in 3GPP (e.g., channel measurement data representing downlink channel H for the CSI compression use case). 
For the case of collecting the L1 measurements that are already defined in 3GPP, the existing NR RS (e.g., SSB, CSI-RS and SRS) resource configuration and CSI reporting framework can be reused or enhanced to support collecting these measurement data at the NW. 
For the case of collecting the new types of radio measurements that represent wireless channel H, the data size can be large. Consider an example of the CSI compression use case [3] to collect the raw data for model training, a UE may need to feedback multiple complex values in the order of (number of Rx virtual antenna ports * number of Tx virtual antenna ports* number of subcarriers, e.g., 4*32*104) for a single downlink wireless channel H at a single time instance. The very large data size makes it challenging to reuse the CSI reporting framework for collecting this type of raw data that represents channel H.
One alternative method for collecting training data for AI on PHY use cases (e.g., CSI compression) is to design an RRC message based data collection framework, which enables a UE to store radio measurement results measured on multiple measurement occasions and then report these accumulated measurement data to the NW in an RRC message. Compared to the layer-1 CSI reporting framework, the RRC message based data collection method requires larger latency for collecting training data (which is likely not an issue for offline model training), but it can enable the NW to collect large amount of measurement data with reduced signalling overhead and radio resource consumption.
Another alternative method for radio measurement data collection is using the SRS measurements at the NW. SRS based data collection framework can be used not only for collecting UL radio measurements for UL AI on PHY use cases (e.g., SRS based positioning) but also for collecting DL radio measurements for DL AI on PHY use cases (e.g., DL spatial/temporal beam prediction and CSI compression) using channel reciprocity.
[bookmark: _Toc111217501]Study the feasibility of using at least Layer-1 CSI reporting framework, RRC-message based framework, and/or SRS framework for data collection for AI on PHY use cases.
Since the SI is driven by the needed of three use cases it will not be possible to make a judgement if other mechanism is needed for other use cases that are not within the scope. Further study is needed if such use case would require a different framework for collecting data for training purposes from UEs. 
Non-radio-measurement data mentioned in the 3GPP AI on PHY use case discussions so far include UE location, UE/NW beam configuration, cell ID, network configuration ID, etc. The necessity of collecting non-radio-measurement type of data needs to be firstly evaluated and justified in each AI on PHY use case study before discussing the method for collecting this type of data.
[bookmark: _Toc111217502]The necessity of collecting non-radio-measurement data together with the radio-measurement should be firstly studied and justified in each AI on PHY use case study before discussing the method for collecting this type of data.
2.3.2 Model training aspects
The training process need to be specified depending on if one-sided, two-sided or the different level of collaboration level is applied during model deployment phase. However, 3GPP still needs to study the impact of the different training mechanism and its connection to Model deployment since it impacts the overall system design.
For a one-sided AI/ML-model without model transfer considered, the training aspect becomes in principle an implementation issue for the UE/chipset vendor or the NW vendor. It further becomes very similar on a high-level to feature development without AI/ML. 
This is particular the case for offline training which should be the starting point for the discussion as this is the simplest solution to address first. This case does not create a multitude of AI/ML models available in the network. 
How to verify the end performance for online training in the UE is unknown and will most likely require quite some additional work particularly by RAN4. It is further noted that the ML model transfer is mainly motivated by two-sided AI/ML model. The starting point for the one-sided AI/ML model is an operation without ML model transfer. This is recommended for simplicity and that 3GPP starts with the simpler cases first.
[bookmark: _Toc111217503]Prioritize AI/ML model deployments based on offline training. 
For two-sided AI/ML models there are mainly four different cases that need to be considered, i.e., model transfer to UE, to NW, bilateral training between the AI/ML model on the UE and NW side and independent model approach. Since two-sided model is a starting point for the CSI enhancement use case, these cases are proposed and under discussion in AI-CSI to be defined as four different types as follows:
· Type 1: Joint training of the two-sided model with model transfer to UE
· Type 2: Joint training of the two-sided model with model transfer to NW
· Type 3: Joint bilateral training in offline engineering with multi-vendor agreements. 
· Type 4: Independent training at UE side and NW side for CSI feedback generation model / CSI reconstruction model respectively. 

The main case for ML model transfer is defined by that the NW side trains the UE side of the two-sided AI/ML model and transfers that the UE side of the ML model the UE, or vice versa, which is Type 1 and 2 respectively. 
The bilateral training in Type 3 is defined by that either the UE or chipset vendor develops the UE side AI/ML model by their own and the NW develops the AI/ML model by their own. After which the two models are trained jointly in a bilateral setup. The NW and UE/chipset vendor needs to repeat the same process with all other vendors supporting the feature.
The independent model in Type 4 is defined by that the multi-dimensional space formed by the output of the UE sided AI/ML model is defined, similar to an AI-defined codebook of outputs to latent space. Since the space is defined the UE and the NW sided AI/ML models of the two-sided AI/ML model can be trained independently.
[bookmark: _Toc111217504]Adopt the following definition to study training mechanisms further for two-sided AI/ML models for a Model training aspect:
Model transfer Type 1 - The NW trains and transfers, to the UE, the UE side of the two-sided AI/ML model.
[bookmark: _Toc111217505]Model transfer Type 2 - The UE trains and transfers, to the NW, the NW side of the two-sided AI/ML model
[bookmark: _Toc111217506]Bilateral training (Type 3) - The UE and the gNB AI/ML models are jointly trained in a bilateral setup (offline)
[bookmark: _Toc111217507]Independent model training (Type 4)- The UE and the gNB AI/ML models are separately trained, but can operate under joint inference

We continue here with an initial study of the above defined training mechanisms.
For Type 1, in order for the NW side to train UE side of the AI/ML model, there is a need for the NW side to be able to collect training data on the UE side. The training data need to be representative of what is the input to the AI/ML model at the UE side during inference. Depending on the use case the training data can be collected by measurements performed by the UE and later reported to the NW or by the NW directly. What is applicable depends on the use case. Hence this needs to be studied per use case.
The performance of Type 1 in terms of data rate, and so on becomes the NW vendors issue as they are developing both the UE and NW ML model. The model training can take into account network performance, MU-MIMO, cell shaping, implementation of antenna arrays, especially dual band massive MIMO etc. It allows the AI/ML models be optimized for network performance and for cell specific optimizations of AI/ML models. 
For Type 2, in order for the UE side to train the NW side of the AI/ML model, there is a need to collect training data that spans the different network complement options and configurations. How this can be done is unknown within the current standard framework as the network vendor(s), equipment deployed, software used is an aspect under change and is further not known to the UE. Another aspect that comes in is that of disaggregated RAN which adds another layer of complexity to the same point. Together with the above the finally trained AI/ML model will most likely not be optimised towards the NW HW it executes on. Plus that the AI/ML models’ interaction with other NW algorithms running simultaneously may not function. One example is MU-MIMO pairing of UE from different vendors and how to ensure that this works within the same gNB given the loss function used in the training may not match the gNB implementation. Given this and some further issues described below the end-merits with defining the Type 2 two-sided AI/ML model is not clear and the remaining SI can instead focus on Type 1, Type 3 and Type 4. .
Proposal 1 [bookmark: _Toc111217508]Exclude Type 2 based solutions from SI. 

For Type 3, we believe that it is worthwhile to perform a study on how the bilateral training should be performed even if it is not specified. This in order to assess the complexity, together with pros and cons compared to other training mechanisms on the table. Also, since NW needs to train together with multiple UE/chipset vendors, it needs to be studied whether training can be simplified by using transfer learning and frozen layers (see further elaboration below). This to reduce the need for the NW to maintain one model for each UE side model and vice versa. 
Comparing training framework for Type 1 and Type 2 with Type 3, for Type1 & 2 the training framework used as such is an implementation issue for the specific vendor only compared to Type 3, wherein the training framework is a joint framework between multiple pairs of vendors. How this can be done in practise is not clear and needs to be studied further. 
Due to the nature that the setup is bilateral for Type 3 there is almost no-limit imposed by the number of AI/ML models that each side needs to support to support bilateral training. To exemplify UE vendor UE1 has a UE sided model UE11. The UE sided model UE11 is trained towards network vendors NW1 model NW11. This then forms the pair UE11- NW11. Further the UE vendor UE1 must train towards all NW vendors different equipment that it wishes its ML model works with. This includes then training to another network vendor NW2. Since Network vendor NW2 uses another architecture of its ML network than UE vendor UE1. The UE vendor UE1 needs to do a new UE sided AI/ML model UE12. This then forms the pair UE12- NW2 after the joint training with NW vendor NW2. The similar issue can occur on the network side if the UE vendor UE2 has developed a UE sided model that is not compatible with network vendor NW1, network sided model NW11 and hence the network vendor NW1 needs to develop a new model NW12. This then forms the pair UE21- NW12. The same may also occur within a UE vendor or network vendor, due that they have a large set of products that may have different HW capabilities and hence different AI/ML models due to that. It goes that a problem like describe here is not feasible to put in place on either the NW or the UE side. As mentioned earlier, how to solve this needs to be studied. That study should then include how to connect different AI/ML architecture with each other with minimum performance loss associated to it. Similar issue may also occur with Type 1 and Type 2. Then the number of AI/ML models that needs to be stored and handled would potentially be at the UE or NW side, respectively.
[image: ]
Figure 7: Matching of UE/chipset and NW vendor AI/ML models assuming that the NW AI/ML is trained during the bilateral joint training

[bookmark: _Ref111214266]For two-sided model Type 1,2 and 3, either the NW side or UE side or both requires supporting different AI/ML models to pair with the other side. The matching becomes infeasible from an implementation point of view as a huge number of AI/ML models are expected to be supported.

[bookmark: _Toc111217509]For two-sided model Type 1,2 and 3, study if it is feasible by the specification to limit the maximum number of AI/ML models that need to be supported on the NW side. 
Connecting to the point above is the fact that the CSI evaluations shown so far provide the results in terms of performance potential for model transfer within the CSI reporting domain. This has the implicit assumption that a single vendor is developing both sides of the AI/ML models, whereas there is no joint training being performed between two vendors. It’s unclear what the end results would be if such joint training with two independently developed models is not carried out. Hence RAN1 cannot conclude that the evaluation results would be valid for that setup if the study does not include such evaluations. 
Another aspect to gain understanding on which parties are involved in the bilateral training, e.g. is to be performed between the chipset and NW vendors or the UE and NW vendors. The aspect that partly govern this is who is developing the UE side AI/ML algorithm and what UE design impact the AI/ML model on the UE side. For example, whether the antenna design of the UE would impact the AI/ML model on the UE side. If that is the case it also goes back to the above point about multiple AI/ML models needed to be supported on either the NW or UE side.
The responsibility of the end performance of the two-sided AI/ML model with bilateral training in Type 3 is unclear as there are two parties that is jointly training the AI/ML models. This becomes important in the field if something is not functioning correctly, but also it’s important to know how to test the performance of the feature within RAN4. Both of these aspects need to be clarified further.
The setup for Type 4, the independent model training is very similar to feature development currently based on 3GPP standard, i.e. both the UE/chipset or NW side do their part of the feature development and they are further connected to the standardized air interface. The beauty of this is that the setup remains the same in comparison to AI/ML model transfer and bilateral training. However, for completeness it would be good that RAN4 also studies needed extensions for providing UE performance requirements assuming independent model training, in addition to the other three types of defining the ML models from training setup.

[bookmark: _Toc111217510]Send an LS to RAN4 asking for input on about the feasibility to verify by performance testing the UE side of two-sided AI/ML model based on AI/ML model transfer (Type 1 and Type 2), bilateral training (Type 3) and independent model training (Type 4).
Similar to Type 3, also for Type 4 we need to perform evaluations that reflects the impact of the independent training as current results and methodology assumes Type 1 training methodology. 
[bookmark: _Toc111217511]For two-sided model, separate evaluation results are needed for Type 3 and 4 to be able to conclude on the performance of these schemes. If no results are provided for Type 3 and 4, this needs to be reflected in TR. 

2.3.3 Model deployment aspects
For model deployment, first we consider single-sided AI/ML model as stated above. We consider such model being proprietary and implementation-based solution for either the NW or the UE/chipset vendor depending on which side the AI/ML models are located. Hence it becomes the responsibility of that vendor to update the AI/ML in some non-standardized manner, much similar to FOTA update of today.
For two-sided AI/ML model deployment aspect we reuse the definitions from training aspects and study four schemes, i.e. ML model transfer to the UE or the NW, bilateral training, and independent model. 
For ML model transfer we see that there is a need to standardize a mechanism to transfer the UE side AI/ML model from the NW to the UE or vice versa if Type 2 is used. That standardized mechanism needs to support many different aspects such as what container the AI/ML model is transferred within, storing capability of the device, formats of the actual AI/ML model supported. Many of these aspects would be within the domain of RAN2 and hence it is proposed that RAN2 would study these topics and conclude on their feasibility. 
For Type 1 we need to assume that the UE can store the UE side AI/ML model, some form of identification of what the UE has stored would be needed, if the UE is (re-)connecting to the NW. 
[bookmark: _Toc111217512]Send an LS to RAN2 asking RAN2 to study mechanisms for AI/ML model transfer considering Type 1 and Type 2. Aspects to study is at least the container of the AI/ML model, the time duration expected to perform a model transfer, when and what size of AI/ML models the NW or UE can store, which formats the AI/ML model can be developed in, if an identification of stored NW or UE-side AI/ML models is needed.
For bilateral training the AI/ML models for both the UE and NW are implementation based and hence no standardized mechanism is needed to transfer the AI/ML models. However, if the AI/ML models on the UE side can be updated it will require an identification of the UE side AI/ML models and particularly if that requires a new pairing at the NW side. This may happen due to, e.g., training data has not been rich enough in initial training. That aspect could be studied from the point that the NW can accommodate such imperfections by updating NW-side AI/ML model, such that the UE AI/ML does not need to be updated. 
For independent model the approach about model deployment is the same as for one-sided AI/ML model. 
[bookmark: _Toc111217513]For one-sided AI/ML models and two-sided AI/ML models based on independent model the training (Type 4) and deployment of AI/ML models is done in a proprietary manner by the device and NW vendor, respectively. No standard impact is foreseen.

2.3.4 Model inference aspects
For one-sided AI/ML models as previously discussed the AI/ML model itself would be proprietary. However, if the AI/ML model is located at the UE together with what is operating for any of the three use cases defined within the scope of the SI, the output of the inference of the one-sided AI//ML model needs to be defined within the specification. This is to create a compatible air interface. If on the other hand the AI/ML model is located at the NW side, there is no need to define the input or the output to the AI/ML model.
For two-sided AI/ML models we here continue to discuss the inference aspects considering the definitions done within the training aspect section. 
For AI/ML models based on Type 1 ML model transfer there is a need to clearly define the input on the UE side for the AI/ML model. For AI/ML models based on Type 2 ML model transfer there is a need to clearly define the input on the NW side for the AI/ML model
For bilateral training (Type 3) the meaning of the bits from the UE sided AI/ML model needs to be learned during the joint training operation with the NW, this part in the process of forming the pairs of UE and NW AI/ML models. Similarly, to model transfer the exact meaning of them does not need to be specified. Further similarly to the model transfer the input to the inference at the UE needs to be specified clearly. On the other hand, the network side AI/ML model does not require any specification in terms of input and outputs other than that it feeds in the input from the UE side AI/ML model.
For independent model (Type 4) the space that gives all possible outputs of the UE sided AI/ML model needs to be defined within the specification and the input to the UE sided AI/ML model. Similarly, to the previous cases the input to inference at the UE sided needs to be defined. On the NW side neither input nor output for inference needs to be defined.
[bookmark: _Toc111217514]For a one-sided AI/ML models located at the UE side the output of the inference needs to be defined
For two-sided AI/ML model based on the UE side the following needs to be defined:
for model transfer (Type 1) and bilateral training (Type 3) the input for inference to the UE sided AI/ML model needs to be defined;
for independent model training (Type 4), input for inference at the UE-side and the space of all possible outputs for inference needs to be defined.

2.3.5 Model performance monitoring aspects
For the one-sided AI/ML models and the AI/ML model being located at the NW side no specification impact is foreseen. This will rather be an implementation issue at the NW side. If the one-sided AI/ML model is located at the UE side performance monitoring should be done by both the NW and UE. The UE can for example monitor that the input to the AI/ML model is similar to the statistical properties it was trained for. The NW side on the other hand can monitor the direct affect the AI/ML model has on the UE performance considering how the NW is scheduling and operating the UE. The NW also has the possibility to monitor the performance between different UEs, different cells within the NW and so on. The results of the NW monitoring could be beneficial for the UE to know and hence there should be the possibility for the NW to inform the UE about that the AI/ML model performance. This could be as simply as just indicating that a specific AI/ML models is not functioning adequate. 
Another aspect is that the UE should have the basic functionality defined as non-ML and in addition if the UE as multiple versions of same ML-model have to old and newer version of the AI/ML within available. Both options allow the NW to choose whether to use the new AI/ML model, a previous version of that AI/ML model or a non-AI/ML function to support similar functionality. The non-AI/ML function should be understood as that the non-AI/ML model give similar functionality but not necessary the same, e.g. L1-RSRP measurement for the best beams compared to the predicated best beams and its predicated L1-RSRP. 
For two-sided AI/ML models the principles are very similar independent of training mechanism as for one-sided AI/ML models. With the exception that for ML model transfer the NW should be able to configure statistical measurements within the UE so that the UE can report if the input data to the UE sided AI/ML model is not within the trained space of data
For two-sided AI/ML based on model transfer from the UE to the NW (Type 2) it is unclear how the performance monitoring on the NW side should occur as typically such responsibility would fall on the NW side. In addition, the AI/ML functionality on the NW is not an isolated feature and hence there could be multiple different (both AI/ML and classical) algorithms that impacts the performance. Due to this entanglement, it results in that there is no clear entity that can be responsible for the end performance of the AI/ML model as such, and the field performance may therefore also be rather uncertain.
[bookmark: _Toc111217515]For both one-sided and two-sided models (Type 1, Type 3 and Type 4), the UE should provide the gNB with identification of deployed UE side AI/ML models. 
The UE should be able to receive indication of functional status of the UE side AI/ML models from the gNB and the gNB should be able to request additional non-ML related measurement in conjugation with inference-based reports from the UE to allow the gNB to perform AI/ML performance monitoring. 
[bookmark: _Toc111217516] For two-sided models based on type 2 performance monitoring of the AI/ML model on the network side it is not possible to define an entity to be responsible for the end performance of the AI/ML model in the field.
[bookmark: _Ref101869786]2.4	Common assumptions on evaluation methodology 

2.4.1	High-level principle: Reproducible evaluations
As detailed in the study item description [1] the primary purpose of detailed (sub) use case evaluation is twofold: 
· the evaluations should help build understanding between companies around the likely complexity and potential performance gains of AI/ML PHY enhancements, and 
· the evaluations should provide learnings on how 3GPP may conduct other AI/ML PHY projects in the future, including potential normative work in Release 19. 

It is essential that 3GPP ensures a high level of trust in reported experimental results documented in [5]. Reported BM, CSI, and Positioning AI/ML experiments should enable some level of reproduction and cross-checking between companies. We, therefore, propose the following high-level AI/ML reproducibility principle for the technical report [5].
[bookmark: _Ref107414372][bookmark: _Toc111217517]When reporting results for documentation in [TR 38.843], the proponent should endeavour to provide sufficient detail about the AI/ML experiment (e.g., data generation, feature extraction, AI/ML model design, training, validation, and testing) so that the main conclusions can be reproduced

2.4.2	Synthetic datasets
In RAN1 109-e, it was agreed to base all use case evaluation methodologies on synthetic 3GPP channel models defined in [6] or [7]. Furthermore, for calibration purposes, it was agreed to consider aligning parameters for channel models, scenarios, and simulation parameters. 
Despite these agreements, we acknowledge that it is not possible to perfectly align all simulation parameters and channel/scenario implementations. Therefore, companies will train, validate, and test AI/ML models on datasets that are not the same as those used by other companies. 
Unlike previous 3GPP projects, this study item requires use of different synthetic datasets (e.g., different datasets for training, validation, and testing). For example, the following working terminology for AI/ML model validation and testing was agreed in RAN1 109e.    
	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.



Companies will need to carefully report differences in training, validation, and testing dataset parameter sets to enable 3GPP to reach meaningful conclusions about AI/ML model performances, validity areas, generalizability, and LCM requirements. 
[bookmark: _Toc111217518]When reporting results, the proponent should highlight important differences between their training, validation, and testing datasets. In principle, it should be possible for other companies to reproduce training, validation, and testing datasets with similar distributions. 

2.4.3	AI/ML model generalization
In RAN1 109e, the following agreements were reached for evaluating AI/ML model generalizability for the CSI, BM, and positioning use cases: 
	Agreement (CSI)
For the evaluation of the AI/ML based CSI feedback enhancement, study the verification of generalization. Companies are encouraged to report how they verify the generalization of the AI/ML model, including:
The configuration(s)/ scenario(s) for training dataset, including potentially the mixed training dataset from multiple configurations/scenarios
The configuration(s)/ scenario(s) for testing/inference
Other details are not precluded



	Agreement (BM)
· Companies are encouraged to report the following aspects of AI/ML model in RAN 1 #110. FFS on whether some of aspects need be defined or reported.
Description of AI/ML model, e.g, NN architecture type
Model inputs/outputs (per sub-use case)
Training methodology, e.g.
· Loss function/optimization function
· Training/ validity /testing dataset:
· Dataset size, number of training/ validity /test samples
· Model validity area: e.g., whether model is trained for single sector or multiple sectors
· Details on Model monitoring and model update, if applicable
· Others related aspects are not precluded



	Agreement (Positioning)
As a starting point, the training, validation and testing dataset are from the same large-scale and small-scale propagation parameters setting. Subsequent evaluation can study the performance when the training dataset and testing dataset are from different settings.



[bookmark: _Toc111217519]When reporting results, the proponents should describe the type of generalizability targeted by the experiment (e.g., generalize over different sites/cells, carrier frequencies, antenna configurations, reference signal configurations). The proponents should explain how their training, validation, and testing procedure supports the claimed generalizability. 
Some issues around AI/ML model generalizability can be evaluated by carefully selecting pseudorandom number generator seeds for the deployment (e.g., UE locations and orientations), large scale fading (e.g., geometry, delay spreads, angular spreads), spatial correlation (e.g., LOS/NLOS and indoor/outdoor states), and spatial consistency [6].
We recognize that companies will have implemented different solutions for pseudorandom number generation, and, therefore, it may be difficult to standardize common methods. However, elaborating on Proposal 3 and the above agreements for the CSI, BM, and Positioning use cases, we encourage companies to carefully report relevant details around pseudorandom number generation.   
[bookmark: _Toc111217520]When reporting results, the proponents are encouraged to report pseudorandom number generation assumptions used for deployment, large scale fading, spatial correlation, and spatial consistency. 

2.4.5	Common AI/ML models for calibration
In RAN1 109e, it was agreed that RAN1 does not attempt to define common AI/ML models for baseline evaluations.
2.4.6	Disclosure of AI/ML models
The study item aims to provide estimates of likely performance gains of AI/ML enhancements. It is not necessary for companies to share highly optimized deployment/product ready proprietary AI/ML models.
However, to fulfill Proposal 3, we believe that it is necessary for companies to share important details of AI/ML models used in their contributions to, for example, enable reproducibility and to build trust and common understanding. To this end, we believe that the following is necessary:
Share a high-level, academic-paper style and/or pseudocode, description of the AI/ML model architecture. Sufficient details should be provided so that person(s) skilled in AI/ML can reimplement the AI/ML model. 
Describe important steps and/or pseudocode used for data preprocessing and/or feature extraction. 
Share per-sample loss functions and loss functions (the overall objective function that was optimized), see [3] for details. This can include, for example, regularization terms in the loss function.  
Optionally, companies can share useful pseudocode and hyperparameters including, for example, the learning rate, learning rate decay, mini-batch size, optimizer details (e.g., ADAM, Adagrad, RMSprop, momentum terms), and any training tricks (such as dropout regularization). The latter may, for example, be important when studying AI/ML model generalizability. 
[bookmark: _Hlt107827110][bookmark: _Hlt107827111]We believe that higher-level principle in Proposal 3 has proven successful for academic papers (e.g. IEEE contributions) discussing results of machine learning. Such input is valuable to assess the complexity of the proposed model and is important when capturing results in the [5] so that a conclusion can make a right balance between performance and complexity. 
[bookmark: _Toc111217521]To help enable reproducibility, companies are encouraged to report relevant information about the AI/ML model architecture (e.g., academic style paper), data pre- and post-processing, loss functions, and training procedures.


2.4.7	Common KPIs: Evaluating AI/ML model performance vs complexity
For the CSI and Positioning use cases, it was agreed in RAN1 109e that companies should estimate and report the number of floating-point operations (FLOPs) during inference. For consistency and comparability between the use cases, we propose that FLOPs is also adopted for the BM use case [8].
The main ML frameworks (PyTorch, Tensorflow/Keras, and JAX) have different solutions to estimate the number of FLOPS needed for an AI/ML model – companies should be free to choose a suitable method for their simulation environment. 
Some methods to compute the number of FLOPs will include the mini-batch size; that is, the number of FLOPs will scale linearly with the mini-batch size. We propose that companies report estimates of the number of FLOPs with mini-batch size equal to one. 
It should be noted that FLOP refers to mathematical operations (e.g., +, -, *, /) on floating-point numbers. In practice, we expect that physical-layer AI/ML models may be trained using floating point precision (where FLOPs estimates are appropriate); however, when deployed to an embedded application, the AI/ML model will likely be compressed and compiled to use 1/2/4/8/16 bit operations with specific instruction sets for the hardware. 
[bookmark: _Ref111214279]Estimates of inference FLOPs of AI/ML models can be viewed as a loose approximation (upper bound) of the actual computation cost of deployed AI/ML models. 
To help gain understanding of AI/ML model size, we propose that companies also report the (approximate) number of trainable parameters. 
[bookmark: _Toc111217522]For all (sub) use cases: When presenting results for AI/ML models, the proponent should report an estimate of the number of floating-point operations (FLOPs) for inference and an estimate of the number of trainable parameters used in the AI/ML model. 

2.5	Discussion on UE processing 
The currently agreed categorization of UE-NW collaboration levels is primarily based on whether model transfer occurs during the process. It may be expected that any ML capability will be indicated in relation to a specific use case and supported ML model/functionality. The model provision and alignment mode, e.g. model transfer, may then be expected to be included as part of the specific functionality support. A separate collaboration level/mode transfer capability indication is unnecessary in that case.
[bookmark: _Ref111214299]The current collaboration level categorization is not useful for UE capability indication.
To fully exploit the potential of data-driven PHY algorithms, it is important to be able to adapt models to real-world environments and circumstances. It is also desirable to capture enhancements to ML-based algorithms during the lifespan of the device, so as to capitalize on performance improvements in the fast-developing ML field. The initial SI discussions confirm that it is a common assumption among the companies that it should be possible to update the ML models and that UEs and gNBs should support model updating. 
[bookmark: _Ref111214307]The SI discussions assume the ability to update models in the UE and the NW.
For the UE, there may exist multiple mechanisms for updating its ML models. It is expected that the over-the-air firmware upgrade (FOTA) procedure can be adopted to allow ML model structure and/or ML parameter updates in the UE. It may also be possible to execute more dynamic updates where model updates are downloaded directly via Uu or via over the top (OTT) signaling. In particular, approaches relying on model sharing implicitly assume that such dynamic updates are feasible. The different model update procedures pose requirements on the UE’s HW and SW architectures, e.g. the need and ability to recompile or otherwise integrate the received model updates into the PHY platform, the need to restart the device vs. possibility to continue an ongoing session, remaining in RRC_CONNECTED or transitioning to RRC_INACTIVE / RRC_IDLE, etc. 
Aligned understanding of UE ML model update options is needed for the NW to perform or assist LCM procedures, whether specific update procedures would be in- or outside the scope of 3GPP specification. The SI should consider different model update options and consult with RAN4 to clarify their feasibility and implications on UE implementation, regarding e.g. model sizes, inference latency, model activation latency, model structures, and model packaging. In particular, model downloading procedures required for NWàUE model sharing functionality should be clarified in order to assess the feasibility of model transfer-based solution architectures.  
[bookmark: _Toc111217523]RAN1 should consult with RAN4 via LS regarding UE implementation feasibility of different UE model update options, including model downloading for model sharing.
To ensure efficient and technically relevant discussions, timely confirmation or feedback on feasibility of other UE processing constraints should also be ensured, which RAN1 may obtain from RAN4 via LSs. RAN4 may be able to confirm that RAN1 assumptions or estimates are reasonable for UE and gNB implementations, or to provide improved estimates or corrected assumptions. 
[bookmark: _Ref111214316]RAN1 can exchange LS with RAN4 to ensure, in a timely manner, the feasibility of assumed constraints in additional UE processing constraint categories that are critical for RAN1 agreements.
It should be a starting assumption that introducing new ML-based functions will not compromise executing conventional NR functionalities due to processing resource conflicts. If necessary, capability reporting solutions may be studied where UEs indicate ML model support depending on other functionality, conventional or ML-based, executed in parallel. 
[bookmark: _Ref111214324]Enabling of ML capabilities/operations should not impede operations and behaviours per existing NR specs.

2.6	Proposals on updated and new terminologies

Here we summarize our proposals on the working terminologies that should be updated and new terminologies that should be added for RAN1 AI/ML air interface SI discussion. 
[bookmark: _Toc111217524]Update the terminologies according to Table 1

[bookmark: _Ref111109695]Table 1: Proposed update of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics, inference and performance monitoring.

	AI/ML model training
	A process that uses featured data in terms of training and validation datasets to train an AI/ML model.

	AI/ML model registration
	A process to assign the model in a UE with a version identifier and to signal to the NW of the version identifier.

	AI/ML model testing
	A stage after the model training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	AI/ML model Inference
	A process of using a deployed AI/ML model to produce a set of outputs based on a set of featured inputs

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface with 3GPP standardized mechanism to perform the transfer, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	AI/ML model Inference
	A process of using a deployed AI/ML model to produce a set of outputs based on a set of featured inputs

	Data validation
	Drift detection of input data used for making inference to observe any statistical measure differences from the training datasets.

	Online training
	An AI/ML training process that is performed in the same node as model inference, based on one or more newly-collected mini batch(es) of data 

	Offline training
	An AI/ML training process that is performed in same or different node from model inference, based on a full set of collected data
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3 Conclusion
Proposal 1	Revise the description of the term “Data collection” with the proposed changes captured in Table 1 in section 2.6.
Proposal 2	Revise the description of the term “AI/ML model training” with the proposed changes captured in Table 1 in section 2.6.
Proposal 3	Revise the description of the term “AI/ML model testing” with the proposed changes captured in Table 1 in section 2.6.
Proposal 4	Define the term “AI/ML model registration” with the description given by the text proposal in Table 1 in section 2.6.
Proposal 5	Revise the description of the term “AI/ML model transfer” with the proposed changes captured in Table 1 in section 2.6.
Proposal 6	Revise the description of the term “AI/ML model inference” with the proposed changes captured in Table 1 in section 2.6
Proposal 7	Define the term “Data validation” with the description given by the text proposal in Table 1 in section 2.6.
Proposal 8	Define the term “Online/offline learning” with the description given by the text proposal in Table 1 in section 2.6.
Proposal 9	The collaboration levels are based on the defining stages of AI/ML
Proposal 10	Study the feasibility of using at least Layer-1 CSI reporting framework, RRC-message based framework, and/or SRS framework for data collection for AI on PHY use cases.
Proposal 11	The necessity of collecting non-radio-measurement data together with the radio-measurement should be firstly studied and justified in each AI on PHY use case study before discussing the method for collecting this type of data.
Proposal 12	Prioritize AI/ML model deployments based on offline training.
Proposal 13	Adopt the following definition to study training mechanisms further for two-sided AI/ML models for a Model training aspect: Model transfer Type 1 - The NW trains and transfers, to the UE, the UE side of the two-sided AI/ML model.
Model transfer Type 2 - The UE trains and transfers, to the NW, the NW side of the two-sided AI/ML model
Bilateral training (Type 3) - The UE and the gNB AI/ML models are jointly trained in a bilateral setup (offline)
Independent model training (Type 4)- The UE and the gNB AI/ML models are separately trained, but can operate under joint inference
Proposal 14	Exclude Type 2 based solutions from SI.
Proposal 15	For two-sided model Type 1,2 and 3, study if it is feasible by the specification to limit the maximum number of AI/ML models that need to be supported on the NW side.
Proposal 16	Send an LS to RAN4 asking for input on about the feasibility to verify by performance testing the UE side of two-sided AI/ML model based on AI/ML model transfer (Type 1 and Type 2), bilateral training (Type 3) and independent model training (Type 4).
Proposal 17	For two-sided model, separate evaluation results are needed for Type 3 and 4 to be able to conclude on the performance of these schemes. If no results are provided for Type 3 and 4, this needs to be reflected in TR.
Proposal 18	Send an LS to RAN2 asking RAN2 to study mechanisms for AI/ML model transfer considering Type 1 and Type 2. Aspects to study is at least the container of the AI/ML model, the time duration expected to perform a model transfer, when and what size of AI/ML models the NW or UE can store, which formats the AI/ML model can be developed in, if an identification of stored NW or UE-side AI/ML models is needed.
Proposal 19	For one-sided AI/ML models and two-sided AI/ML models based on independent model the training (Type 4) and deployment of AI/ML models is done in a proprietary manner by the device and NW vendor, respectively. No standard impact is foreseen.
Proposal 20	For a one-sided AI/ML models located at the UE side the output of the inference needs to be defined For two-sided AI/ML model based on the UE side the following needs to be defined: for model transfer (Type 1) and bilateral training (Type 3) the input for inference to the UE sided AI/ML model needs to be defined; for independent model training (Type 4), input for inference at the UE-side and the space of all possible outputs for inference needs to be defined.
Proposal 21	For both one-sided and two-sided models (Type 1, Type 3 and Type 4), the UE should provide the gNB with identification of deployed UE side AI/ML models.  The UE should be able to receive indication of functional status of the UE side AI/ML models from the gNB and the gNB should be able to request additional non-ML related measurement in conjugation with inference-based reports from the UE to allow the gNB to perform AI/ML performance monitoring.
Proposal 22	For two-sided models based on type 2 performance monitoring of the AI/ML model on the network side it is not possible to define an entity to be responsible for the end performance of the AI/ML model in the field.
Proposal 23	When reporting results for documentation in [TR 38.843], the proponent should endeavour to provide sufficient detail about the AI/ML experiment (e.g., data generation, feature extraction, AI/ML model design, training, validation, and testing) so that the main conclusions can be reproduced
Proposal 24	When reporting results, the proponent should highlight important differences between their training, validation, and testing datasets. In principle, it should be possible for other companies to reproduce training, validation, and testing datasets with similar distributions.
Proposal 25	When reporting results, the proponents should describe the type of generalizability targeted by the experiment (e.g., generalize over different sites/cells, carrier frequencies, antenna configurations, reference signal configurations). The proponents should explain how their training, validation, and testing procedure supports the claimed generalizability.
Proposal 26	When reporting results, the proponents are encouraged to report pseudorandom number generation assumptions used for deployment, large scale fading, spatial correlation, and spatial consistency.
Proposal 27	To help enable reproducibility, companies are encouraged to report relevant information about the AI/ML model architecture (e.g., academic style paper), data pre- and post-processing, loss functions, and training procedures.
Proposal 28	For all (sub) use cases: When presenting results for AI/ML models, the proponent should report an estimate of the number of floating-point operations (FLOPs) for inference and an estimate of the number of trainable parameters used in the AI/ML model.
Proposal 29	RAN1 should consult with RAN4 via LS regarding UE implementation feasibility of different UE model update options, including model downloading for model sharing.
Proposal 30	Update the terminologies according to Table 1

We have the following observations:
Observation 1	Any “AI/ML model transfer” would require AI/ML model inputs (including data pre-processing) to be standardized.
Observation 2	A proprietary AI/ML model in a strict meaning would imply that training datasets, validation datasets, AI/ML model signatures, ML algorithm structure, training optimization settings and loss function are neither shared across vendors nor specified.
Observation 3	The description of the term “AI/ML model training” is unclear whether it refers to the actual model training process within the training pipeline or if it may refer to all stages within the training pipeline as well as if model deployment is included in the stage of model training.
Observation 4	The key difference between the one-side and two-sided AI/ML model is the following. For one sided AI/ML model, the AI/ML model (on either UE side or network side) can be trained and then perform inference without dependency on another AI/ML model. Conversely, for two-sided AI/ML model, the paired AI/ML models in the UE and NW need to be jointly trained in some way (to be studied) and perform inference jointly, where one AI/ML model in the pair cannot be replaced by a legacy method.
Observation 5	For two-sided model Type 1,2 and 3, either the NW side or UE side or both requires supporting different AI/ML models to pair with the other side. The matching becomes infeasible from an implementation point of view as a huge number of AI/ML models are expected to be supported.
Observation 6	Estimates of inference FLOPs of AI/ML models can be viewed as a loose approximation (upper bound) of the actual computation cost of deployed AI/ML models.
Observation 7	The current collaboration level categorization is not useful for UE capability indication.
Observation 8	The SI discussions assume the ability to update models in the UE and the NW.
Observation 9	RAN1 can exchange LS with RAN4 to ensure, in a timely manner, the feasibility of assumed constraints in additional UE processing constraint categories that are critical for RAN1 agreements.
Observation 10	Enabling of ML capabilities/operations should not impede operations and behaviours per existing NR specs.
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Appendix
Table: Working list of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function
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