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1. Introduction
[bookmark: _GoBack]In the RAN1#109e meeting, several agreements related to evaluation methodology and assumptions were made. Also, Spatial-frequency domain CSI compression using two-sided AI/ML model was selected as one representative sub-use case for CSI feedback enhancement. This contribution discusses on evaluation methodology for AI/ML based CSI feedback enhancement. 

2. Discussions on evaluation methodology
· Channel estimationAgreement 
For the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, ideal DL channel estimation is optionally taken into the baseline of EVM for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.)
· Note: Eventual performance comparison with the benchmark release and drawing SI conclusions should be based on realistic DL channel estimation.
· FFS: the ideal channel estimation is applied for dataset construction, or performance evaluation/inference.
· FFS: How to model the realistic channel estimation
· FFS: Whether ideal channel is used as target CSI for intermediate results calculation with AI/ML output CSI from realistic channel estimation


Regarding channel estimation, there is one related agreement made in the RAN1#109e. As captured above, ideal channel estimation can be optionally considered for the purpose of calibration and/or comparing intermediate results and there are some FFS points on ideal channel estimation. First one is whether ideal channel estimation can be applied for the dataset construction or performance evaluation/inference. In our view, ideal channel estimation can be normally used for the comparing estimation performance among several estimation algorithms or channel feedback mechanisms. However, in the perspective of performance evaluation, it is not desirable to adopt ideal channel estimation as it can exaggerate the performance benefit. Also, since AI/ML is data-driven model, dataset for AI/ML training needs to reflect non-ideal channel assumption in order for the proper training. Therefore, ideal channel estimation is not preferred for dataset construction or performance evaluation/inference. 
For the channel estimation modeling, there can be several types of channel estimation, i.e., based on CSI-RS, DM-RS and IMR. One popular channel error modelling based on CSI-RS is white Gaussian noise model as

where  is the estimated channel,  is the real channel in frequency domain, E is the white complex Gaussian variables with zero mean and variance , and  is scaling/normalization variable. One example of obtaining  can be based on instantaneous interference and a function of coherence time/frequency window in the system level simulation. 
It is clear that aligning such channel estimation modellings among the companies has a merit of preventing diverged simulation results. Meanwhile, different company has different preference on the channel estimation modeling. Hence, the methodology of modeling channel estimation used for simulations should be reported by each company. 

Proposal 1. Ideal channel estimation is not preferred for dataset construction or performance evaluation/inference. 
Proposal 2. The methodology of channel estimation modelling based on CSI-RS, DM-RS or IMR used for simulations should be reported by each company.

· Intermediate KPI Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, as a starting point, take the intermediate KPIs of GCS/SGCS and/or NMSE as part of the ‘Evaluation Metric’ to evaluate the accuracy of the AI/ML output CSI
· For GCS/SGCS, 
· FFS: how to calculate GCS/SGCS for rank>1
· FFS: whether GCS or SGCS is adopted
· FFS other metrics, e.g., equivalent MSE, received SNR, or numerical spectral efficiency gap.

Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the GCS/SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, companies to report the GCS/SGCS calculation/extension methods, including:
     Method 1: Average over all layers
o    Note:  is the eigenvector of the target CSI at resource unit i and K is the rank. is the  output vector of the output CSI of resource unit i.  is the total number of resource units.  denotes the average operation over multiple samples.

     Method 2: Weighted average over all layers
o    Note: Companies to report the formula (e.g., whether normalization is applied for eigenvalues)
     Method 3: GCS/SGCS is separately calculated for each layer (e.g., for K layers, K GCS/SGCS values are derived respectively, and comparison is performed per layer)
       Other methods are not precluded
       FFS: Further down-selection among the above options or take one/a subset of the above methods as baseline(s).



Regarding intermediate KPI, in RAN1#109e, GCS/SGCS which measure the cosine of the angle between two vectors projected in a multi-dimensional space are selected as a starting point of discussion.   
In our view, GCS and SGCS can represent almost the same meaning, so that the one metric seems sufficient. Between the two metric, SGCS has a merit of relatively higher resolution compared to GCS. For other metric such as numerical spectral efficiency, it may be beneficial due to it can represent DL throughput, while GCS/SGCS cannot reflect the DL throughput. In our view, through the intensive discussion, intermediate KPI is introduced to evaluate the AI/ML model and there is another KPI/metric for the performance evaluation through SLS and/or LLS. There may exist some relationship between intermediate KPI and final performance KPI. So, before we adopt other intermediate KPI such as numerical spectral efficiency, clear performance benefit should be observed. 

· Baseline scheme for evaluationAgreement 
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the ‘Baseline for performance evaluation’ in the baseline of EVM is captured as follows
Baseline for performance evaluation
Companies need to report which option is used between
-        Rel-16 TypeII Codebook as the baseline for performance and overhead evaluation.
-         Rel-17 TypeII Codebook as the baseline for performance and overhead evaluation.
-         FFS: Whether Type I Codebook can be optionally considered at least for performance evaluation


  As captured above, Rel-16/17 Type II CSI are selected as baseline scheme if SLS is adopted. The FFS point is whether to optionally adopt Type I CSI or not. Type I CSI consists of SD domain basis and selection matrix, and thereby it provides limited performance especially for MU-MIMO. However, required payload is relatively small (<80bits for SB reporting). On the other hand, Rel-16/17 Type II CSI consists of SD / FD basis and combining matrix. The flexibility of linear combining of multiple SD / FD domain basis provides good MU-MIMO performance at the expense of high required payload. The spatial-frequency domain CSI compression using two-sided AI/ML model is targeting Rel-16/Rel-17 Type II CSI, and the state-of-art CSI feedback mechanism is normally selected as a baseline in order to fairly compare performance. If Type I CSI is optionally selected as a baseline, the performance benefit may be exaggerated. In that sense, Type I CSI is not preferred as a baseline scheme for performance comparison purpose and Rel-16 and Rel-17 Type II CSI seem sufficient.
Proposal 3. Type I CSI is not preferred as a baseline for the AI/ML based CSI reporting.

3. Conclusion
This contribution discussed on evaluation methodology for AI/ML based CSI feedback enhancement. Based on the above discussion, following three proposals are proposed. 

Proposal 1. Ideal channel estimation is not preferred for dataset construction or performance evaluation/inference. 
Proposal 2. The methodology of channel estimation modelling based on CSI-RS, DM-RS or IMR used for simulations should be reported by each company.
Proposal 3. Type I CSI is not preferred as a baseline for the AI/ML based CSI reporting.
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