3GPP TSG RAN WG1 #110


R1-2206680
Toulouse, France, August 22nd – 26th, 2022
Source 
: CAICT
Title 
: Discussions on AI/ML for positioning accuracy enhancement
Agenda Item
: 9.2.4.2
Document for
: Discussion / Decision
1. Introduction

In last meeting, the following agreements have been achieved [1].
Agreement
Study further on sub use cases and potential specification impact of AI/ML for positioning accuracy enhancement considering various identified collaboration levels.

· Companies are encouraged to identify positioning specific aspects on collaboration levels if any in agenda 9.2.4.2.

· Note1: terminology, notation and common framework of Network-UE collaboration levels are to be discussed in agenda 9.2.1 and expected to be applicable to AI/ML for positioning accuracy enhancement. 

· Note2: not every collaboration level may be applicable to an AI/ML approach for a sub use case

Agreement
For further study, at least the following aspects of AI/ML for positioning accuracy enhancement are considered.

· Direct AI/ML positioning: the output of AI/ML model inference is UE location

· E.g., fingerprinting based on channel observation as the input of AI/ML model 

· FFS the details of channel observation as the input of AI/ML model, e.g. CIR, RSRP and/or other types of channel observation

· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)

· AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement

· E.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement

· FFS the details of input and output for corresponding AI/ML model(s)

· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)

· Companies are encouraged to clarify all details/aspects of their proposed AI/ML approaches/sub use case(s) of AI/ML for positioning accuracy enhancement 

Agreement
Companies are encouraged to study and provide inputs on potential specification impact at least for the following aspects of AI/ML approaches for sub use cases of AI/ML for positioning accuracy enhancement.

· AI/ML model training

· training data type/size

· training data source determination (e.g., UE/PRU/TRP)

· assistance signalling and procedure for training data collection

· AI/ML model indication/configuration

· assistance signalling and procedure (e.g., for model configuration, model activation/deactivation, model recovery/termination, model selection)

· AI/ML model monitoring and update

· assistance signalling and procedure (e.g., for model performance monitoring, model update/tuning)

· AI/ML model inference input

· report/feedback of model input for inference (e.g., UE feedback as input for network side model inference)

· model input acquisition and pre-processing

· type/definition of model input

· AI/ML model inference output

· report/feedback of model inference output

· post-processing of model inference output

· UE capability for AI/ML model(s) (e.g., for model training, model inference and model monitoring)
· Other aspects are not precluded

· Note: not all aspects may apply to an AI/ML approach in a sub use case

· Note2: the definitions of common AI/ML model terminologies are to be discussed in agenda 9.2.1
In this contribution, we will provide some discussions on AI/ML for positioning accuracy enhancement.
2. Discussions 
2.1 Detail Description of AI/ML for positioning accuracy enhancement
Direct AI/ML positioning and AI/ML assisted positioning are discussed in last RAN1 meeting. The main application scenario of AI based positioning is the scenario with a large number of NLOS paths. Especially for indoor scenario with many obstacles, traditional position methods could not provide high accuracy performance. 
The principle of direct AI/ML positioning is to split the target area into lots of grids and then link the position of each grid with its channel characteristics. AI/ML model is used to learn the channel characteristics of each grid and find out the relationship between channel characteristics and position of each grid. The channel feature could be channel impulse response (CIR). The training dataset is constructed by sampling the CIR of UE at different locations. 
There are many potential solutions for AI/ML assisted positioning. The basic scheme is LOS/NLOS identification. The IIoT indoor factory (InF) scenario is a prioritized scenario for evaluation of AI/ML based positioning. There are more than 10 BSs within the working area. After a simple identification of LOS/NLOS, the performance of traditional positioning algorithms could achieve good performance. Similarly, for any areas with lots of gNB’s coverage and obstacles, LOS/NLOS identification has considerable potentials.
Proposal 1: The following two sub use cases should be at least included:

1) Direct AI/ML positioning with fingerprinting(CIR) in heavy NLOS scenario

2) AI/ML assisted positioning with LOS/NLOS identification

The generalization capability of AI model is very important for positioning. The key of positioning algorithm is to obtain the relative distance between UE and gNB. If the location of the base station changes, AI model for direct AI/ML positioning will not work. Therefore, the generalization capability of AI model for direct positioning should be constrained within an area with fixed gNB location. The generalization ability of AI model can be investigated by simulating the channel changes caused by various practical factors. The changing of channel conditions caused by various practical factors could be simulated by different configurations.
Observation 1: Generalization capability of AI model for positioning could be evaluated by configurations changing with fixed gNB positions.
2.3 Potential standard impacts
According to the collaboration level discussions in agenda 9.2.1, model transfer is the main consideration. AI based positioning can be applied at both UE and gNB side. The model training and updating at gNB side can be performed at gNB side. Model training and updating at UE side need further discussion. One way for model training and updating at UE side is that gNB transfers AI model to UE for a special area and the other way is that UE perform AI model training and updating at UE side. All these schemes will have standard impacts.
Observation 2: AI/ML based positioning should be considered for both gNB side and UE side.

AI model training and updating at UE side needs further discussions. If model training and updating is performed at UE side, labelled data is required. It is difficult to obtain labelled data by UE itself for a special area. The main source of dataset for training or updating should be from gNB. In order to ensure the accuracy of AI model, the training dataset should include a certain number of samples, which will bring extra challenges to UE computing and power consumption. In general, if the AI model for positioning at UE side is provided by gNB, massive dataset transmission and model training consumption can be avoided.
Proposal 2: UE should consider to use the AI model for positioning from gNB side. 
The acquisition of the labelled data with coordinate should be considered. In real deployment environment, the acquisition of coordinate for training dataset is limited by various factors. For a relatively big area, it is difficult to obtain high-precision coordinate for each sample. Even CIR information could be achieved by UE measurement, only a small number of samples can obtain accurate coordinate labels. PRUs (Positioning Reference Units) discussed in R17 could be used to get the labelled data. In 3rd WAIC [2], it is also considered that only small number of samples have accurate coordinate label. For example. the number of samples with coordinate information is 1000, while the whole dataset for training contains 30000 samples.
Proposal 3: Datasets with partial coordinate labels should be considered.
3. Conclusion
In summary, the following observations and proposals are provided:
Observation 1: Generalization capability of AI model for positioning could be evaluated by configurations changing with fixed gNB positions.
Observation 2: AI/ML based positioning should be considered for both gNB side and UE side.

Proposal 1: The following two sub use cases should be at least included:

1) Direct AI/ML positioning with fingerprinting(CIR) in heavy NLOS scenario

2) AI/ML assisted positioning with LOS/NLOS identification

Proposal 2: UE should consider to use the AI model for positioning from gNB side. 

Proposal 3: Datasets with partial coordinate labels should be considered.
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