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1 Introduction
In RAN1 109e meeting, we focus on the evaluation methodology discussion for the AI/ML positioning accuracy enhancement. Based on the discussion, the framework of the EVM of AI-based positioning is almost done [1].  
	Agreement

The IIoT indoor factory (InF) scenario is a prioritized scenario for evaluation of AI/ML based positioning. 

Agreement

For evaluation of AI/ML based positioning, at least the InF-DH sub-scenario is prioritized in the InF deployment scenario for FR1 and FR2.

Agreement
For InF-DH channel, the prioritized clutter parameters {density, height, size} are:

· {60%, 6m, 2m};
· {40%, 2m, 2m}. 

· Note: an individual company may treat {40%, 2m, 2m} as optional in their evaluation considering their specific AI/ML design.

Agreement
For evaluation of AI/ML based positioning, reuse the common scenario parameters defined in Table 6-1 of TR 38.857.

Agreement
For evaluation of InF-DH scenario, the parameters are modified from TR 38.857 Table 6.1-1 as shown in the table below.

· The parameters in the table are applicable to InF-DH at least. If another InF sub-scenario is prioritized in addition to InF-DH, some parameters in the table below may be updated.

Agreement
For AI/ML-based positioning evaluation, the baseline performance to compare against is that of existing Rel-16/Rel-17 positioning methods.

· As a starting point, each participating company report the specific existing positioning method (e.g., DL-TDOA, Multi-RTT) used as comparison.

Agreement
For all scenarios and use cases, the main KPI is the CDF percentiles of horizonal accuracy.

· Companies can optionally report vertical accuracy.

Agreement
The CDF percentiles to analyse are: {50%, 67%, 80%, 90%}.

· 90% is the baseline. {50%, 67% 80%} are optional.

Agreement
Target positioning requirements for horizonal accuracy and vertical accuracy are not defined for AI/ML-based positioning evaluation.

Agreement
For evaluation of AI/ML based positioning, the KPI include the model complexity and computational complexity.

· FFS: the details of model complexity and computational complexity

Agreement
Synthetic dataset generated according to the statistical channel models in TR38.901 is used for model training, validation, and testing.

Agreement
The dataset is generated by a system level simulator based on 3GPP simulation methodology.

Agreement
As a starting point, the training, validation and testing dataset are from the same large-scale and small-scale propagation parameters setting. Subsequent evaluation can study the performance when the training dataset and testing dataset are from different settings.

Agreement
For AI/ML-based positioning evaluation, RAN1 does not attempt to define any common AI/ML model as a baseline.

Agreement

The entry “UE horizontal drop procedure” in the simulation parameter table for InF is updated to the following.

UE horizontal drop procedure

Uniformly distributed over the horizontal evaluation area for obtaining the CDF values for positioning accuracy, The evaluation area should be selected from

- (baseline) the whole hall area, and the CDF values for positioning accuracy is obtained from whole hall area.

- (optional) the convex hull of the horizontal BS deployment, and the CDF values for positioning accuracy is obtained from the convex hull.

Agreement

The entries “UE antenna height” and “gNB antenna height” in the simulation parameter table for InF is updated to the following.

UE antenna height

Baseline: 1.5m

(Optional): uniformly distributed within [0.5, X2]m, where X2 = 2m for scenario 1(InF-SH) and X2=[image: image1.png]









 for scenario 2 (InF-DH) 

…

…

gNB antenna height

Baseline: 8m

(Optional): two fixed heights, either {4, 8} m, or {max(4,[image: image2.png]









), 8}.

Agreement

If spatial consistency is enabled for the evaluation, companies model at least one of: large scale parameters, small scale parameters and absolute time of arrival, where

· the large scale parameters are according to Section 7.5 of TR 38.901 and correlation distance = [image: image3.png]dorytter/ 2









 for InF (Section 7.6.3.1 of TR 38.901)

· the small scale parameters are according to Section 7.6.3.1 of TR 38.901

· the absolute time of arrival is according to Section 7.6.9 of TR 38.901

Agreement

If spatial consistency is enabled for the evaluation of AI/ML based positioning, the baseline evaluation does not incorporate spatially consistent UT/BS mobility modelling (Section 7.6.3.2 of TR 38.901).

· It is optional to implement spatially consistent UT/BS mobility modelling (Section 7.6.3.2 of TR 38.901).

Agreement

For evaluation of AI/ML based positioning, companies are encouraged to evaluate the model generalization.

· FFS: the metrics for evaluating the model generalization (e.g., model performance based on agreed KPIs under different settings)




In this contribution, we will continue discussing the remaining issues of the evaluation methodology, sub use cases and share the preliminary simulation results. 
2 Discussion on the Remaining issues of the evaluation methodology
Model generalization is one important metric to assess whether the AI models could work well in various scenarios. And it was also agreed to evaluate the generalization for the positioning accuracy enhancement. While, how to evaluate the generalization still stays FFS. 

It was agreed to prioritize the inF scenario and the considered cluster parameters are {60%, 6m, 2m} and {40%, 2m, 2m}. In the evaluation, it is easy to identify and set the cluster parameter. While, in the realistic scenario, it is difficult to identify the exact cluster parameters. In that sense, the genelization capability could be tested with different cluster parameters at least. 
In section 3, we conduct detailed simulations to illustrate this issue. According to the preliminary simulation results, it is observed the AI model trained with data set of mixed cluster parameters is more robust in term of generalization capability. 
Proposal 1: Evaluate the generalization capability from the aspect of different cluster parameters 
3 Preliminary simulation results for sub-use cases 
3.1 Description of the sub use cases  
Direct positioning and indirect positioning were agreed for further study. For the direct positioning, the positioning coordinates of the devices can be directly inferenced by the AI model. And for the indirect positioning, the output of the inference is the intermediate parameters. 
In this section, we will conduct evaluation for both direct positioning and indirect positioning.  For the direct positioning, the input of the AI model is the CIR and the output is the coordinates as shown in Fig. 1. For the indirect positioning, the input of the AI model is also the CIR points and the output is the ToA. Based on the inferenced ToA,  the coordinates is obtained by utilizing the traditional TDOA solution as shown in Fig. 2
[image: image4.emf]AI model

CIR Positioning coordinates


Figure 1 Illustration of the fingerprinting positioning
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Figure 2 Illustration of the AI-based ToA predication
3.2 Simulation assumptions   
The evaluation is  based on the data set provided in [3]. The input dimension is 18*256*2, where 18 represents the number of the involved TRP for positioning, 256 is the number of CIR points and 2 represents the dimension of each complex CIR points (real component and imaginary component). The other simulation parameters align the agreed simulation parameters in last meeting and ideal synchronization is assumed. 

We considered two inF-DH scenarios, InF-DH with the cluster parameter {60%, 6m, 2m} and InF-DH with cluster parameter {40%, 2m, 2m}. Three training datasets are generated. One is the dataset purely generated in InF-DH {60%, 6m, 2m}, another one is the dataset purely generated in InF-DH {40%, 2m, 2m} and the other is the mix of the data from inF-DH{60%, 6m, 2m } and inF-DH{40%, 2m, 2m }. Three AI models are trained based on the three data sets, respectively. For each of the 3 AI models, positioning accuracy is tested by using the test dataset from inF-DH{40%, 2m, 2m } and test dataset from inF-DH{60%, 6m, 2m }, respectively. For all cases, the size of training data set is 70000 UEs. For the mixed data set, half of UEs come from scenario with cluster parameter {60%, 6m, 2m} and the other half are from scenario with cluster parameter {40%, 2m, 2m}. 
3.3 Simulation Results and Discussion
In this section, simulation results are provided. Fig.3 and Table.1 are the CDF of positioning error and the positioning error for some typical percentiles for finger prinitng. Fig. 4 and Table.2 are the CDF of positioning error and the positioning error for some typical percentiles for AI-based ToA predication.    

· AI-based solution VS traditional non-AI based solution
In the comparison, TDOA-based method is set as the traditional non-AI based solution and corresponding performance is depicted in Fig.5 and Table.3 .  In the TDOA-based method, the positioning error @ 90% for the scenario of inF-DH{60%, 6m, 2m} is up to 14m and even in the scenario of inF-DH{40%, 2m, 2m} , the positioning error @90% is still up to 12m. While for the AI-based solution, the performance is improved greatly. Depending on direct AI-based solution or indirect AI-based solution used, the performance is slightly different. Anyway, no matter which AI-based solution is used, the positioning error @90% is less than 1m.  In the scenario of inF-DH{60%, 6m, 2m}, the positioning error could achieve around 0.45m~0.65m if using the AI model trained by the data set of inF-DH{60%, 6m, 2m} and the positioning error is around 0.75m~0.85m if using the AI model trained by mix data set. In the scenario of inF-DH{40%, 2m, 2m}, the positioning error could achieve around 0.75m~0.85m if using the AI model trained by the data set of inF-DH{40%, 2m, 2m} and the positioning error is around 0.75~0.8m if using the AI model trained by mix data set.
Observation 1: 
· AI-based solution could greatly improve the positioning accuracy performance for both finger priniting and AI-based ToA prediction
· The positioning error is less than 1m for both finger printing and AI-based ToA prediction

· Finger printing VS AI-based ToA predication
Generally, the performance of direct AI-based positioning and the AI-based ToA predication are similar for all evaluation cases and the positioning error difference is less than 0.2m in most cases. In addition, in all cases, the direct AI-based positioning show slightly better performance.  The reason is some performance loss is expected in the traditional TDOA based solution, while the end-to-end coordinates predication by using AI model could remedy this loss. 
Observation 2:
· The finger printing outperforms the AI-based ToA predication solution sligntly
· AI models trained  by different data sets 
In the evaluation, we test the positioning accuracy performance by using AI models trained by different data sets. For one AI model trained purely by the dataset from one scenario without parameter change, optimal positioning accuracy could be achieved in the scenario with the same parameter for both finger printing and AI-based ToA prediction. While, once apply this AI model in scenario with different parameters, the inference performance degrades sharply. In the finger printing positioning, take the AI model trained by InF-DH{60%, 6m, 2m} dataset as example.  The positioning error @90% is less than 0.5m when using InF-DH{60%, 6m, 2m} test dataset , while the positioning error @90% is up to 7m when using InF-DH {40%, 2m, 2m} test dataset. That is to say, lack of generalization capability would happen if the dataset only generated in one scenario without change of parameters.  For the AI model trained with mix dataset, the generalization problem doesn’t exist. This model show excellent performance in both InF-DH {60%, 6m, 2m} scenario and InF-DH{40%, 2m, 2m}scenario. 
Observation 3: 
· For AI-model trained by dataset generated from one scenario without parameter change,  inferior generalization capability is observed 

· Generating the data set with different  cluster parameters could relax the problem of inferior generalization capability 
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Figure 3 CDF of positioning error for finger printing solution 
Table 1 Positioning error for typical percentiles for finger printing solution
	
	Training data set
	Test data set
	50%
	67%
	80%
	90%

	Case 1
	{60%, 6m, 2m}
	{60%, 6m, 2m}
	0.2277
	0.2925
	0.3622
	0.4462

	Case 2
	
	{40%, 2m, 2m }
	3.1079
	4.2086
	5.4704
	7.0914

	Case 3
	{40%, 2m, 2m}
	{60%, 6m, 2m}
	0.6833
	0.9120
	1.1738
	1.5328

	Case 4
	
	{40%, 2m, 2m }
	0.3997
	0.5141
	0.6245
	0.7566

	Case 5
	mix of {60%, 6m, 2m} and {40%, 2m, 2m}
	{60%, 6m, 2m}
	0.2765
	0.3535
	0.4404
	0.5419

	Case 6
	
	{40%, 2m, 2m }
	0.4018
	0.5134
	0.6279
	0.7684
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Figure 4 CDF of positioning error for AI-based ToA predication
Table 2 Positioning error for typical percentiles for AI-based ToA predication

	
	Training data set
	Test data set
	50%
	67%
	80%
	90%

	Case 1
	{60%, 6m, 2m}
	{60%, 6m, 2m}
	0.2914
	0.3991
	0.5228
	0.6778

	Case 2
	
	{40%, 2m, 2m }
	3.4631
	4.5923
	5.8269
	7.1173

	Case 3
	{40%, 2m, 2m}
	{60%, 6m, 2m}
	0.7145
	0.9397
	1.1901
	1.5413

	Case 4
	
	{40%, 2m, 2m }
	0.4274
	0.5522
	0.6854
	0.8533

	Case 5
	mix of {60%, 6m, 2m} and {40%, 2m, 2m}
	{60%, 6m, 2m}
	0.2875
	0.4092
	0.5382
	0.6867

	Case 6
	
	{40%, 2m, 2m }
	0.3420
	0.4906
	0.6357
	0.7974
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Figure 5 CDF of positioning error for TDOA-based solution
Table 3 Positioning error for typical percentiles for TDOA-based solution

	InF-DH
	50%
	67%
	80%
	90%

	{60%, 6m, 2m}
	6.9832
	9.0041
	11.3057
	14.7887

	{40%, 2m, 2m }
	4.9739
	6.9422
	9.0788
	12.1249


4 Signalling and model size reduction
In section 3, for both the finger printing and AI-based ToA prediction, the input dimension is 18*256*2 for each sample. Large inference input dimension would result in large model size and more computation complexity. In addition, for the scenario where inference node is the LMF and the UE need to feedback the measured CIR information. In this case, large input dimension would cause large signaling. 
Considering these aspects, we will evaluate the performance of the following input options for the finger printing positioning and the AI-based ToA predication.  

· Option 1: The input dimension is 18*256*2, where 18 represents the number of the involved TRP for positioning, 256 is the number of CIR points and 2 represents the dimension of each complex CIR points (real component and imaginary component)
· Option 2: The input dimension is 18*24*2, where 18 represents the number of the involved TRP for positioning, 24 represents the top 24 CIR points with strongest signaling strength among 256 CIR points and 2 represents the amplitude of the CIR points and the index of the CIR point
Fig.6 and Fig.7 show the positioning accuracy comparison between option 1 and option 2 for finger printing positioning and the AI-based ToA.  In both AI-based positioning methods, option 1 shows better positioning accuracy due to more information is provided in each sample. For option 2, although inferior positioning accuracy is achieved, the positioning error is still less than 1m @ 90%., which still satisfy the positioning requirements. And on the other hand, Table 4 illustrates the comparison in model size and computation complexity. It is observed that the model size the computation complexity in option 2 is much less than that of option 1. And the potential signaling overhead in option 2 is around 1/10 of that in option 1. 
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Figure 6 CDF of positioning error for different input dimension in finger printing solution
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Figure 7 CDF of positioning error for different input dimension in AI-based ToA prediction

Table 4   Computation in the AI model size and the computation complexity

	Solution
	Input options 
	AI model size(Bytes)
	Computation complexity (FLOPs)

	Finger printing


	Option 1
	52.81M
	5.76G

	
	Option 2
	4.95M
	539.95M

	AI-based ToA predication
	Option 1
	52.81M
	5.76G

	
	Option 2
	4.95M
	539.94M


Proposal 2: On the basis of satisfying the positioning accuracy requirement, study solution to reduce the model size, computation complexity and involved signalling overhead 
5 Conclusion
In this contribution, we discuss the evaluation methodology and show the initial simulation results. Based on the discussion and evaluation results, our views and observations are summarized as follow 

Proposal 1: Evaluate the generalization capability from the aspect of different cluster parameters 
Observation 1: 
· AI-based solution could greatly improve the positioning accuracy performance for both finger priniting and AI-based ToA prediction

· The positioning error is less than 1m for both finger printing and AI-based ToA prediction

Observation 2:
· The finger printing outperforms the AI-based ToA predication solution
Observation 3: 

· For AI-model trained by dataset generated from one scenario without parameter change,  inferior generalization capability is observed 
· Generating the data set with different  cluster parameters could relax the problem of inferior generalization capability
Proposal 2: On the basis of satisfying the positioning accuracy requirement, study solution to reduce the model size, computation complexity and involved signalling overhead 
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