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Introduction
In RAN1#109-e, there were productive and insightful discussions on evaluation methodology and KPIs for AI/ML for beam management. Some agreements have been made in RAN1#109-e and it was decided to further discuss some of the finer details. More precisely, the following agreements were made with respect to the generalizability of the AI/ML model and the KPIs.   
	Conclusion (on Generalizability of AI/ML Model)
· Further study AI/ML model generalization in beam management evaluating the inference performance of beam prediction under multiple different scenarios/configurations.
· FFS on different scenarios/configurations
· Companies report the training approach, at least including the dataset assumption for training
Agreement (on KPIs)
· To evaluate the performance of AI/ML in beam management, further study the following KPI options:
· Beam prediction accuracy related KPIs, may include the following options:
· Average L1-RSRP difference of Top-1 predicted beam
· Beam prediction accuracy (%) for Top-1 and/or Top-K beams, FFS the definition:
· Option 1: The beam prediction accuracy (%) is the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”
· Option 2: The beam prediction accuracy (%) is the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”

· CDF of L1-RSRP difference for Top-1 predicted beam
· Beam prediction accuracy (%) with 1dB margin for Top-1 beam
· The beam prediction accuracy (%) with 1dB margin is the percentage of the Top-1 predicted beam “whose ideal L1-RSRP is within 1dB of the ideal L1-RSRP of the Top-1 genie-aided beam” 

· The definition of L1-RSRP difference of Top-1 predicted beam: 
· the difference between the ideal L1-RSRP of Top-1 predicted beam and the ideal L1-RSRP of the Top-1 genie-aided beam
· Other beam prediction accuracy related KPIs are not precluded and can be reported by companies. 
· System performance related KPIs, may include the following options:
· UE throughput: CDF of UE throughput, avg. and 5%ile UE throughput
· RS overhead reduction at least for spatial-domain beam prediction at least for top-1 beam:
· 1-N/M,
· where N is the number of beams (with reference signal (SSB and/or CSI-RS)) required for measurement
· where (FFS) M is the total number of beams
· Note: Non-AI/ML approach based on the measurement of these M beams may be used as a baseline
· FFS on whether to define a proper value for M for evaluation.
· Other System performance related KPIs are not precluded and can be reported by companies.
o   Other KPIs are not precluded and can be reported by companies, for example:
 Reporting overhead reduction: (FFS) The number of UCI report and UCI payload size, for temporal /spatial prediction
 Latency reduction:
 (FFS) (1 – [Total transmission time of N beams] / [Total transmission time of M beams])
       where N is the number of beams (with reference signal (SSB and/or CSI-RS)) in the input beam set required for measurement
       where M is the total number of beams
 Power consumption reduction: FFS on details
Agreement
· For evaluation of AI/ML in BM, the KPI may include the model complexity and computational complexity.
· FFS: the details of model complexity and computational complexity

· For temporal beam prediction, the following options can be considered as a starting point for UE trajectory model for further study. Companies report further changes or modifications based on the following options for UE trajectory model. Other options are not precluded. 
· Option #2: Linear trajectory model with random direction change.
· UE moving trajectory: UE will move straightly along the selected direction to the end of an time interval, where the length of the time interval is provided by using an exponential distribution with average interval length, e.g., 5s, with granularity of 100 ms. 
· UE moving direction change: At the end of the time interval, UE will change the moving direction with the angle difference A_diff from the beginning of the time interval, provided by using a uniform distribution within [-45°, 45°].
· UE move straightly within the time interval with the fixed speed.
· FFS on UE orientation
· Option #3: Linear trajectory model with random and smooth direction change.
· UE moving trajectory: UE will change the moving direction by multiple steps within an time internal, where the length of the time interval is provided by using an exponential distribution with average interval length, e.g., 5s, with granularity of 100 ms.
· UE moving direction change: At the end of the time interval, UE will change the moving direction with the angle difference A_diff from the beginning of the time interval, provided by using a uniform distribution within [-45°, 45°].
· The time interval is further broken into N sub-intervals, e.g. 100ms per sub-interval, and at the end of each sub-interval, UE change the direction by the angle of A_diff/N.  
· UE move straightly within the time sub-interval with the fixed speed.
· FFS on UE orientation

· Option #4: Random direction straight-line trajectories. 
· Initial UE location, moving direction and speed: UE is randomly dropped in a cell, and an initial moving direction is randomly selected, with a fixed speed.
· The initial UE location should be randomly drop within the following blue area
· [image: ]
where d1 is the minimum distance that UE should be away from the BS. 
· Each sector is a cell and that the cell association is geometry based.
· During the simulation, inter-cell handover or switching should be disabled.
For training data generation
· For each UE moving trajectory: the total length of the UE trajectory can be set as T second if it is in time, of set as D meter if it is in distance.
· The value of T (or D) can be further discussed
· The trajectory sampling interval granularity depends on UE speed and it can be further discussed. 
· UE can move straightly along the entire trajectory, or
· UE can move straightly during the time interval, where the time interval is provided by using an exponential distribution with average interval length 
· UE may change the moving direction at the end of the time interval. UE will change the moving direction with the angle difference A_diff from the beginning of the time interval, provided by using a uniform distribution within [-45°, 45°]
· If the UE trajectory hit the cell boundary (the red line), the trajectory should be terminated. 
· If the trajectory length (in time) is less than the length of observation window + prediction window, the trajectory should be discarded. 
· At the current stage, the length of observation window + prediction window is not fixed and the companies can report their values.
· FFS on UE orientation
· Generalization issue is FFS
Agreement
· For spatial-domain beam prediction, further study the following options as baseline performance
· Option 1: Select the best beam within Set A of beams based on the measurement of all RS resources or all possible beams of beam Set A (exhaustive beam sweeping)  
· FFS CSI-RS/SSB as the RS resources
· Option 2: Select the best beam within Set A of beams based on the measurement of RS resources from Set B of beams
· FFS: Set B is a subset of Set A and/or Set A consists of narrow beams and Set B consists of wide beams
· FFS: how conventional scheme to obtain performance KPIs
· FFS: how to determine the subset of RS resources is reported by companies
· Other options are not precluded.




In this document, we further discuss our views on some of the aspects of AI/ML for beam management. 
Generalizability of the AI/ML Model for Beam Management
Though recent advances in AI/ML have shown excellent performance in solving a multitude of problems across a variety of domains, many of the AI/ML models work well when the input data and training data has specific statistical characteristics, and their performance degrades when the data deviates from those properties. In practice, it is desirable that the AI/ML works well under possible shifts in the statistical properties of the input data – this is especially the case with AI/ML models for wireless cellular networks, as the wireless environment and the cellular network conditions are dynamic in nature. Generalizability (or, generalization) is the ability of an AI/ML model to work well under possible changes in the statistical properties of the data that may result from the changes in the configurations/scenarios of the wireless cellular network in which the model has been deployed. In other words, generalization of an AI/ML model is a measure of its ability to adapt to new, previously unseen statistical variations of the data.
It is desirable to have an in-depth discussion and agreement on how the generalizability should be tested – this is particularly important as the aspect of generalization is not only relevant for beam management, but it is a key aspect across all the use cases for AI/ML. In the following, we present our views on testing the generalizability in the context of beam management. 
When we are given an AI/ML model, we test for its generalization ability, by testing the performance of AI/ML model under different possible scenarios/configurations and/or under possible changes in the statistical properties of the data. The testing for generalization should be across multiple different scenarios/configurations, but not limited to one scenario/configuration. 
Some of the different network conditions/scenarios that need to be considered in this regard are as follows: 
a. Different channel model configurations such as LoS/NLoS, Indoor/Outdoor etc., covering both the cases of channels with single dominant path and channels with multipath  
b. Different UE speeds and rotation patterns 
· UEs with different speeds (low, moderate and high)
·  Different possible orientations of the UE.
c. Different beam designs/patterns: Hierarchical beam design, as well as all the beams having the same width 
d. Different number of Tx and/or Rx beams
The above list is not exhaustive and few other network parameters may also need to be considered. 
For testing the generalizability of an AI/ML model for beam management, consider relevant network conditions/scenarios/parameter values. The full list of such network conditions/scenarios/parameter values need to be discussed and decided. 
Generalizability can be tested by computing all the KPIs for a proposed beam management AI/ML model under different network conditions/scenarios/parameter values. All the KPIs imply the Performance KPIs, System performance related KPIs and other KPIs (latency, overhead, power consumption etc.) that are to be discussed and finalized.  
Generalizability of a proposed AI/ML model for beam management can be evaluated by computing all the KPIs under each of the different network conditions/scenarios/parameter values. 
[bookmark: _Hlk100228640]KPIs 
In this section, we present our views on the KPIs to be considered for AI/ML model for beam management. As mentioned at the beginning of the document, in RAN1#109-e meeting, a set of KPIs have been selected for further study and consideration. Among the shortlisted KPIs in RAN1#109-e, we think the following KPIs are most important in evaluating the performance of an AI/ML for beam management. 
Any beam management scheme should mainly be evaluated on three essential aspects. How accurately it predicts/selects the beam (or Tx-Rx beam-pair), how much time it needs to do the beam prediction/selection and how much overhead it incurs in the process of beam management. 
· Beam prediction accuracy
· Average L1-RSRP difference of Top-1 predicted beam
· Beam prediction accuracy (%) for Top-1 beam: The percentage of “the Top-1 predicted beam is same as the Top-1 (or, the best) genie-aided beam” 
· Beam prediction accuracy (%) with 1dB margin for Top-1 beam
· The beam prediction accuracy (%) with 1dB margin is the percentage of the Top-1 predicted beam “whose ideal L1-RSRP is within 1dB of the ideal L1-RSRP of the Top-1 genie-aided beam” 

· Latency reduction: Essentially, this KPI should evaluate how much average time it takes for the unconnected/initial access users to find the best beam pair and how much average time it takes to switch beams for the connected users when the existing beam pair becomes sub-optimal due to changing channel conditions. Time taken for beam search, or, the latency, should be considered as one of the key KPIs as any simple scheme would also be able to find the best beam pair if given enough time for beam search. Taking the exhaustive search as the baseline, as discussed in RAN1#109-e meeting, the reduction in the latency can be defined as follows: 
1 – ([Total transmission time of N beams] / [Total transmission time of M beams])
where N is the number of beams (with reference signal (SSB and/or CSI-RS)) in the input beam set required for measurement and M is the total number of beams
· Overhead reduction: A beam management scheme might provide us with good beam prediction accuracy but at the cost of significant increase in the amount of reference signals (RS) and measurement reports. Thus, the cost of overhead should be accounted for while evaluating a beam management scheme.

With exhaustive search as the baseline, as discussed in RAN1#109-e meeting, the following definition description of RS overhead reduction may serve the purpose of quantifying the overhead reduction:

The RS overhead reduction, at least for top-1 spatial-domain beam prediction is given by 
,
where N is the number of beams (with reference signal, i.e., (SSB and/or CSI-RS)) required for measurement and M is the total number of beams.

Note that this metric is meaningful for reference signals and there would not be any RS overhead reduction when only SSBs are considered as M SSBs would be transmitted on M beams.
Any other signals that need to be exchanged between UE and gNB to support the AI/ML model, such as signaling in another carrier (e.g., FR1), UE location information, spatial features of the environment etc., should also be considered accounted for. 

We think that the above three KPIs should be considered as the key KPIs in evaluating any AI/ML method for beam management. Further, we are open to consider other KPIs as well, as per the need. 
Consider beam prediction accuracy, Latency reduction and RS overhead reduction as the key KPIs in evaluating any AI/ML model for beam management.
Complexity
Complexity of the AI/ML model is an important cost that needs to be accounted for any AI/ML model. 
The complexity should be considered for 
a. Model inference
b. Model update/retraining, if applicable. In case of model update/retraining, the frequency of update/retraining also need to be accounted for. 
c. Model training complexity. This is more relevant, if the training happens on-site in an online fashion, at the expense of network resources.
It would be useful/insightful to consider both the average and the worst case values for the complexity/power consumption.
[bookmark: _Toc101462020][bookmark: _Toc101462246][bookmark: _Toc101462364][bookmark: _Toc101462385][bookmark: _Toc102031785][bookmark: _Toc102030984][bookmark: _Toc102043799][bookmark: _Toc102079222]Complexity of the proposed AI/ML model should be evaluated for every phase in the model lifecycle, namely, training, inference and update.
[bookmark: _Toc100923943]Baseline Performance for Spatial Beam Prediction
While evaluating an AI/ML method for beam management, a natural choice of the baseline could be the exhaustive search where all the possible in the set are measured and the best beam is selected. As the performance of exhaustive search can be computed under all possible scenarios/configurations (e.g., different beam patterns, channel conditions, UE speeds etc.) and it is a straightforward exercise without requiring any more clarifications/definitions (such as defining the measurement set B) we recommend adopting exhaustive search as the baseline for spatial beam prediction.     
Select “Option 1: Select the best beam within Set A of beams based on the measurement of all RS resources or all possible beams of beam Set A (exhaustive beam sweeping)" as the baseline for spatial beam prediction. 
UE Trajectory Model for Temporal Beam Prediction
In RAN1#109-e meeting, three trajectory models have been shortlisted further discussion on what trajectory model is more suitable to be adopted while evaluating the performance of AI/ML models for beam management. We consider Option #2: Linear trajectory model with random direction change as an effective and, yet, simple model to be adopted. As can be understood from its description, it can faithfully represent the practical scenarios of UE movement, though with a certain degree of approximation (such as non-smooth/abrupt change of direction). The approximation, and the resulting simplicity of the model will help reduce the complexity of simulations and, at the same time, the model would be good enough to faithfully represent the real-world scenarios.   
Adopt “Linear trajectory model with random direction change” as the UE trajectory model for temporal beam prediction.   
Conclusion
[bookmark: _Hlk100923477][bookmark: _Toc100924111][bookmark: _Toc100924138][bookmark: _Toc100924174]We have presented our views on Generalizability of the AI/ML model for beam management and the KPIs to be considered for evaluating an AI/ML model for beam management. We have the following proposals:
1. For testing the generalizability of an AI/ML model for beam management, it is required to consider all relevant network conditions/scenarios/parameter values. The full list of such network conditions/scenarios/parameter values need to be discussed and decided.
1. Generalizability of a proposed AI/ML model for beam management can be evaluated by computing all the KPIs under each of the different network conditions/scenarios/parameter values.
1. Consider beam prediction accuracy, Latency reduction and RS overhead reduction as the key KPIs in evaluating any AI/ML model for beam management.
1. Complexity of the proposed AI/ML model should be evaluated for every phase in the model lifecycle, namely, training, inference and update.
1. Select “Option 1: Select the best beam within Set A of beams based on the measurement of all RS resources or all possible beams of beam Set A (exhaustive beam sweeping)" as the baseline for spatial beam prediction.
1. Adopt “Linear trajectory model with random direction change” as the UE trajectory model for temporal beam prediction.   
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