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1 Introduction
Rel-18 study item on AI/ML for NR air interface [1] has been agreed in RAN#94-e-Meeting. Specifically, beam management was agreed as an initial use case. Among the objectives, the scope of this SI mainly includes finalizing representative sub use cases in the agreed use case and assessing potential specification impact for the agreed sub use cases.
[bookmark: OLE_LINK39][bookmark: OLE_LINK40]In RAN1#109-e-Meeting [2], BM-Case1 (spatial-domain beam prediction) and BM-Case2 (time-domain beam prediction) have been agreed as representative sub use cases. In this contribution, we provided our views on the details of these two sub use cases and potential specification impacts.
2 Previous agreements
In RAN#94-e-Meeting [1], the following agreements were reached for Rel-18 study item on AI/ML for NR air interface.
	[bookmark: OLE_LINK5][bookmark: OLE_LINK6]Objective of SI
[bookmark: OLE_LINK59][bookmark: OLE_LINK58]Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 

For the use cases under consideration:
[bookmark: OLE_LINK60][bookmark: OLE_LINK61]Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· [bookmark: OLE_LINK7][bookmark: OLE_LINK8]Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.


[bookmark: OLE_LINK103][bookmark: OLE_LINK104][bookmark: OLE_LINK64][bookmark: OLE_LINK65]
In RAN1#109-e-Meeting [2], the following agreements were reached for other aspects on AI/ML for beam management.
	Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range
Agreement
Regarding the sub use case BM-Case2, the measurement results of K (K>=1) latest measurement instances are used for AI/ML model input:
· The value of K is up to companies
Agreement 
Regarding the sub use case BM-Case2, AI/ML model output should be F predictions for F future time instances, where each prediction is for each time instance. 
· At least F = 1
· The other value(s) of F is up to companies
Agreement 
For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side
Agreement 
For the sub use case BM-Case2, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side



3 Discussion on details of representative sub use cases
BM-Case1 and BM-Case2 have been agreed as representative sub use cases in last meeting. In this section, some suggestions on the details of BM-Case1 and BM-Case2 are provided. 
3.1 Discussion on the details of BM-Case1
[bookmark: OLE_LINK1][bookmark: OLE_LINK4]For definition of input and output, the following conclusions were reached in last meeting [2].
	[bookmark: OLE_LINK9][bookmark: OLE_LINK10]Conclusion: 
For the sub use case BM-Case1, consider the following alternatives for further study:
· Alt.1: Set B is a subset of Set A
o   FFS: the number of beams in Set A and B
o   FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.2: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
o   FFS: the number of beams in Set A and B
[bookmark: OLE_LINK20][bookmark: OLE_LINK21]o   FFS: QCL relation between beams in Set A and beams in Set B
o   FFS: construction of Set B (e.g., regular pre-defined codebook, codebook other than regular pre-defined one)
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The narrow and wide beam terminology is for SI discussion only and have no specification impact
· Note3: The codebook constructions of Set A and Set B can be clarified by the companies.



[bookmark: OLE_LINK96][bookmark: OLE_LINK97][bookmark: OLE_LINK98]Considering that the key effect of BM-Case1 is to reduce the overhead and latency caused by beam measurement, Set B can be a subset of Set A, i.e., Alt.1. Based on this alternative, the overhead and latency caused by beam measurement for [Set A - Set B] can be reduced. Optionally, Set B can be another Set that is different from Set A, i.e., Alt.2. For example, Set A consists of narrow beams and Set B consists of wide beams. Based on this alternative, the overhead and latency caused by beam measurement for Set A. Therefore, from the perspective of key effect, we support the two alternatives proposed in last meeting.
[bookmark: OLE_LINK41][bookmark: OLE_LINK42][bookmark: OLE_LINK45]Proposal 1: For BM-Case1, support the following alternatives for further study:
· Alt.1: Set B is a subset of Set A.
· Alt.2: Set B and Set A are different.
[bookmark: OLE_LINK18][bookmark: OLE_LINK19]For the details of Alt.1:
For the number of beams in Set A: The number of beams in Set A can be up to companies. And we tend to consider as large a Set A as possible at the beginning of the study to find the impact of different Set Bs (e.g., size, pattern) on the performance of the AI/ML model.
For the number of beams in Set B: From the preliminary simulation results provided by some companies, the more beams in Set B, the higher accuracy of beam prediction. But at the same time, the latency and overhead of beam measurement and the complexity of the AI/ML model will also increase. Therefore, in order to comprehensively consider multiple KPIs, we should study as many different numbers of beams in Set B as possible, e.g., according to the proportion between the number of beams in Set B and that in Set A. The exact can also be up to companies.
For determination of Set B out of the beams in Set A: Generally, the uniformly distributed beam pattern (i.e., fixed pattern) may be preferred because of better spatial-domain correlation between Set B and [Set A - Set B]. But in reality, if the qualities of one or more beams in Set B are very poor, the corresponding RSRP will fluctuate greatly. It means that the difference between the measured RSRP and the RSRP in training dataset may be large, which will affect the accuracy of beam prediction. In order to ensure high-quality and stable input data, we can choose the beams satisfying specific conditions (e.g., corresponding RSRP is larger than a threshold) as the input of the AI/ML model. Therefore, we should further study the performance of the AI/ML models corresponding to fixed pattern and random pattern at the same time. Furthermore, for random pattern, it can be considered to determine the beam pattern according to some specific conditions.
[bookmark: OLE_LINK43][bookmark: OLE_LINK44][bookmark: OLE_LINK46]Proposal 2: For Alt.1 in BM-Case1, support using the following beam patterns to determine Set B out of the beams in Set A: fixed pattern or random pattern.
For the details of Alt.2:
For the number of beams in Set A: As mentioned above, the number of beams in Set A can be up to companies. And we tend to consider as large a Set A as possible at the beginning of the study.
For the number of beams in Set B: The number of beams in Set B can also be up to companies. As mentioned above, in order to comprehensively consider multiple KPIs, we should study as many different numbers of beams in Set B as possible, e.g., according to the proportion between the number of beams in Set B and that in Set A.
[bookmark: OLE_LINK22][bookmark: OLE_LINK23][bookmark: OLE_LINK24][bookmark: OLE_LINK25]QCL relation between beams in Set A and beams in Set B: In principle, the higher spatial-domain correlation between the beams (i.e., beam pairs) in Set B and that in Set A, the higher accuracy of beam prediction. Specifically, for DL beam management, at gNB side, the Tx-beam orientations corresponding to one or more narrow beams in Set A can overlap with that of one wide beam in Set B. At UE side, the Rx-beam orientations corresponding to the narrow beams in Set A can be the same as that of the wide beams in Set B. In other words, in order to ensure the higher spatial-domain correlation between the beams in Set B and Set A, the beams in Set B should at least be QCLed (e.g., TypeD) with the beams in Set A. However, if the QCL relation between them is not considered, it can be considered that the Rx-beam is designed to be used as a feature, i.e., an input of the AI/ML model. It should be noted that, Rx beam shape information was proposed as an alternative for input of AI/ML model in last meeting.
[bookmark: OLE_LINK47][bookmark: OLE_LINK48]Observation 1: QCL relation between beams in Set A and beams in Set B may be unnecessary if Rx-beam information can be designed to be used as an input.
Construction of Set B: Similar to the determination of Set B in Alt.1, before we clear the performance (e.g., accuracy of beam prediction) and complexity of the AI/ML model corresponding to any one codebook of Set B, we should not limit the construction of Set B to a regular pre-defined codebook. Therefore, it is worth studying all possible different codebooks for construction of Set B.
For AI/ML input, the following conclusions were reached in last meeting [2].
	Conclusion: 
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
·  Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.



In principle, the introduction of assistance information in input of AI/ML model can improve the accuracy of beam prediction. Therefore, at least the beginning of the study, we should not exclude any reasonable assistance information. But it should be noted that, for different deployments of AI/ML model (i.e., at gNB only, at UE only), the available assistance information in input may be different. Specifically, if AI/ML model is deployed at gNB only, UE cannot provide to gNB the UE position/direction/orientation information considering proprietary. Consequently, assistance information should be discussed in different deployments of AI/ML model.
[bookmark: OLE_LINK55][bookmark: OLE_LINK56]Proposal 3: For BM-Case1, assistance information in input should be discussed in different deployments of AI/ML model, i.e., at gNB only, at UE only.
For AI/ML output, the following proposals were reached in last email discussion [3].
	Proposal 2-4d: Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the predicted Top-N1 DL Tx and/or Rx beams 
· FFS: how to select Top-N1 DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold.)  
· Alt.2: Tx and/or Rx Beam ID(s) of the predicted Top-N1 DL Tx and/or Rx beams and other information 
· FFS: other information (e.g., probability for the beam to be the best beam, an updated set B)
· Alt.3: The predicted RSRP corresponding to the expected Tx and/or Rx beam direction which is input to the model.
· Alt.4: Tx and/or Rx Beam angle(s) and the predicted L1-RSRP (optional) of the predicted Top-N1 DL Tx and/or Rx beams
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N1 is up to each company. 



[bookmark: OLE_LINK207][bookmark: OLE_LINK208]According to the contributions on evaluations provided some companies in last meeting, the AI/ML approaches for BM-Case1 can divided into the following 2 types:
· Classification: use Set B to predict the best beam ID in Set A.
· Regression: use Set B to predict the qualities (e.g., L1-RSRP) to all beams in Set A.
For type of classification, each beam in Set A is actually a category, and each beam will correspond to a probability (i.e., the probability being the best beam). The AI/ML model generally outputs the beam having the maximum probability. In some cases, there may be more than one best beam in Set A. For type of regression, each beam in Set A will correspond to a predicted L1-RSRP. The AI/ML model generally outputs the beam having the maximum L1-RSRP.
Furthermore, when the qualities of more than one beam in Set A are optimal for UE, i.e., these beam qualities are the highest in Set A and are close. In this case, these beams in Set A will correspond to the same or close probability or predicted L1-RSRP during model inference. This may also happen when the error of model inference occurs. In a large probability, the actual best beam is one of these beams. Therefore, in order to get the (actual) best beam, these beams should be used as output of AI/ML model. Further, these beams in Set A can be selected according to some pre-defined rules. Specifically, for type of classification, the pre-defined rule can be: a sum probability of being the best beams higher than a threshold. For type of regression, the pre-defined rule can be: L1-RSRP higher than a threshold.
[bookmark: OLE_LINK127][bookmark: OLE_LINK128][bookmark: OLE_LINK49][bookmark: OLE_LINK50][bookmark: OLE_LINK15][bookmark: OLE_LINK16][bookmark: OLE_LINK26]Proposal 4: For Alt.1, support selecting Top-N1 DL Tx and/or Rx beams according to some pre-defined rules, e.g., a sum probability of being the best beams higher than a threshold, L1-RSRP higher than a threshold.
3.2 Discussion on the details of BM-Case2
For definition of input and output, the following conclusions were reached in last meeting [2].
	Conclusion: 
For the sub use case BM-Case2, further study the following alternatives with potential down-selection:
· Alt.1: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· FFS: QCL relation between beams in Set A and beams in Set B
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.3: Set A and Set B are the same
· Note1: Predicted beam(s) are selected from Set A and measured beams used as input are selected from Set B.
· Note2: It is up to companies to provide other alternative(s)
· Note3: The narrow and wide beam terminology is for SI discussion only and have no specification impact



The key effect of BM-Case2 is to reduce the overhead caused by beam measurement and reporting (in future). At least from the perspective of the key effect, all possible solutions (i.e., Alt.1~3) were provided in current conclusion. Furthermore, before the performance (e.g., accuracy of beam prediction, complexity of AI/ML model, reduced overhead of beam measurement and reporting) related to these alternatives are cleared, we should not exclude any one alternative. Therefore, from our point of view, we should further study these three alternatives.
[bookmark: OLE_LINK53][bookmark: OLE_LINK54]Proposal 5: For BM-Case2, support the following alternatives for further study:
· Alt.1: Set A and Set B are different.
· Alt.2: Set B is a subset of Set A (Set A and Set B are not same).
· Alt.3: Set A and Set B are the same.
QCL relation between beams in Set A and beams in Set B: As mentioned in BM-Case1, if Rx-beam information can be designed to be used as an AI/ML input, we wonder that the QCL relation between beams in Set A and beams in Set B may be unnecessary.
For AI/ML input, the following conclusions were reached in last meeting [2].
	Conclusion 
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx  beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam pointing angles beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.



As mentioned in BM-Case1, at least the beginning of the study, we should not exclude any reasonable assistance information. Furthermore, assistance information should be discussed in different deployments of AI/ML model.
[bookmark: OLE_LINK51][bookmark: OLE_LINK52]Proposal 6: For BM-Case2, assistance information in input should be discussed in different deployments of AI/ML model, i.e., at gNB only, at UE only.
For AI/ML output, the following proposals were reached in last email discussion [3].
	Proposal 3-5c: Regarding the sub use case BM-Case2, further study the following alternatives for AI/ML output (one prediction for a future time instance) with potential down-selection:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the predicted Top-N2 DL Tx and/or Rx beams 
· FFS: how to select Top-N1 DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold.)
· Alt.2: Tx and/or Rx Beam ID(s) of the predicted Top-N2 DL Tx and/or Rx beams 
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence) 
· Alt.3: Tx and/or Rx Beam angle(s) and/or and the predicted L1-RSRP of the predicted Top-N2 DL Tx and/or Rx beams
· Alt.4: The predicted RSRP corresponding to the expected Tx and/or Rx beam direction and expected timing occasions which are input to the model.
· Alt.5: Tx and/or Rx Beam ID(s) and the corresponding beam application time/dwelling time
· Alt.6: Predicted Beam failure and the corresponding Tx beam ID(s)
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose



In terms of the benefits of the AI/ML output to beam management, all listed alternatives can achieve overhead reduction of beam measurement and reporting. Especially, some “novel” output information, such as beam application time/dwelling time, or predicted beam failure, not only save overhead of beam measurement and reporting, but also save unnecessary overhead of beam indication or BFR related procedure in future. Therefore, we should further study all alternatives provided in current conclusion.
For Alt.1, as mentioned in BM-Case1, the selection of Top-N1 DL Tx and/or Rx beams should be based on some pre-defined rules, e.g., a sum probability of being the best beams higher than a threshold, L1-RSRP higher than a threshold.
4 [bookmark: OLE_LINK125][bookmark: OLE_LINK126]Discussion on potential specification impacts
4.1 [bookmark: OLE_LINK221][bookmark: OLE_LINK222]AI/ML model management
In the early stage of AI/ML application, considering the limited computing power, huge delay of online training and high cost, it may be a good selection for UE or gNB to directly apply an offline trained AI/ML model. However, a potential disadvantage for offline training is that the data including training, validation and testing is collected in a specific environment. Although the environment has considered all possible real environments as much as possible, due to the diversity of real environment and random movement of UE, applying the AI/ML model directly to UE may not be reliable. Specifically, the offline trained AI/ML model may not be applicable to the real environment where UE is located in. Therefore, in order to obtain a more reliable and ideal AI/ML model, or ensure the performance of model inference, the online (or local, field) data in real environment need to be considered. Further, the collected online data can be used to perform model update, e.g., fine-tuning.
[bookmark: OLE_LINK57][bookmark: OLE_LINK62]Observation 2: In order to ensure the performance of model inference, the online data need to be considered.
Proposal 7: Study the mechanism of model update, e.g., fine-tuning.
As mentioned above, if all the data required for model training derive from the online data, it will consume a large number of times, which may be unexpected. Alternatively, we can consider performing an online verification, discrimination, cleaning or updating (collectively referred to as “online data processing”) for the dataset collected offline before model training. Specifically, a portion of data can be extracted randomly from the data collected offline. And the portion of data is further used to be processed online. For example, for AI/ML beam prediction, assuming the data are the L1-RSRPs corresponding to Set B. For online data processing, the L1-RSRPs collected offline need to be compared with the L1-RSRPs measured online. According to the comparison results, the portion of data can be retained, updated or dropped. Actually, it means that model training can be performed after online data processing. 
[bookmark: OLE_LINK27][bookmark: OLE_LINK28][bookmark: OLE_LINK231][bookmark: OLE_LINK232]Proposal 8: Study the mechanism of online data processing.
For better generalization performance, we can collect data from different channel environments (e.g., LOS, NLOS) to train an AI/ML model, that is, model training is performed based on a mixed training dataset. However, blindly pursuing better generalization performance may lead to the decline of the performance (e.g., accuracy) of model inference in single environment. To avoid the problem, multiple AI/ML models may need to be trained for multiple different channel environments (e.g., LOS, NLOS). Furthermore, different inputs or outputs are also designed as different AI/ML models. For example, for AI/ML beam prediction in spatial domain, two models (Model-0 and Model-1) are deployed to predict the best beams in a set of 64 beams. The input of Model-0 consists of the L1-RSRPs of 4 beams, and the input of Model-1 consists of the L1-RSRPs of 16 beams. Generally, the more beams in input, the higher accuracy of beam prediction. But meanwhile, the more beams in input, the larger complexity of AI/ML model and the larger overhead of beam measurement (and reporting). Based on this criteria, in a certain period of time (e.g., channel environment is better), when the performance of Model-0 is close to that of Model-1, Model-0 can be applied because of less complexity and overhead. Otherwise, Model-1 can be applied because of higher accuracy of beam prediction. Therefore, for each sub use case, it is possible and necessary to arrange multiple AI/ML models to applicable to different channel environments.
[bookmark: OLE_LINK229][bookmark: OLE_LINK230][bookmark: OLE_LINK32][bookmark: OLE_LINK67]Observation 3: For a sub use case, multiple AI/ML models may be arranged.
Although multiple AI/ML models can be arranged or deployed for a sub use case, only one AI/ML model is needed for model inference. Therefore, it should be necessary to select an appropriate AI/ML model for model inference. Specifically, gNB or UE can select the appropriate AI/ML model according to channel environments (e.g., LOS, NLOS) or the performance information of the arranged multiple AI/ML models.
[bookmark: OLE_LINK227][bookmark: OLE_LINK228][bookmark: OLE_LINK31]Proposal 9: Study the mechanism of model selection.
4.2 [bookmark: OLE_LINK223][bookmark: OLE_LINK224]Beam measurement and reporting
[bookmark: OLE_LINK235][bookmark: OLE_LINK236][bookmark: OLE_LINK29][bookmark: OLE_LINK30]For model inference, if the AI/ML model is deployed at gNB only, UE needs to report the measured beam information (e.g., CRI/SSBRI, L1-RSRP) corresponding to the beams in Set B. For model training, model testing, model updating or model monitoring, UE needs to report the measured beam information corresponding to the beams in Set A considering that the data and corresponding labels are needed. However, according to the existing specification, UE can only report up to 4 beams, e.g., top 4 beams out of the beams in Set B or Set A. Therefore, in order to facilitate model inference, model training, model testing, model updating or model monitoring, we should study how to report more beams, e.g., larger than 4.
[bookmark: OLE_LINK63][bookmark: OLE_LINK66]Observation 4: If AI/ML model is deployed at gNB only, UE needs to report more beams, e.g., larger than 4.
Proposal 10: Study the mechanism of reporting more beams, e.g., larger than 4.
Whether for model inference or model training/testing/update/monitoring, the overhead of beam measurement and reporting (e.g., reporting beam information corresponding to all beams in Set B or Set A) is huge. However, in some cases, measuring or reporting the beam information corresponding to all beams in Set B or Set A may not be necessary. Specifically,
· [bookmark: OLE_LINK33][bookmark: OLE_LINK34]For model inference, in order to determine the best beam in a Set A, UE needs to perform beam measurement and reporting for the Set A. Specifically, UE needs to report the beam information corresponding to the Set B corresponding to the Set A. But actually, in a short time, the beam will not change greatly, that is, the best beam in Set A at the next time and the best beam in Set A at the current time are likely to be adjacent. Therefore, beam measurement and reporting for the whole Set A may not be necessary. In this case, it may be enough to perform beam measurement and reporting for a subset of Set A. Further, the subset of Set A can be determined according to the current (best) beam. Accordingly, UE can report the beam information corresponding to a smaller Set B corresponding to the subset of Set A. Therefore, in order to avoid unnecessary overhead of beam measurement and reporting, we should study how to reduce the unnecessary overhead of beam measurement and reporting in model inference.
[bookmark: OLE_LINK35][bookmark: OLE_LINK36][bookmark: OLE_LINK76]Proposal 11: Study the mechanism of reducing the overhead of beam measurement and reporting in model inference.
· For model training or model update, during collecting the data required for model training or model update, UE only needs to report the beam information corresponding to partial beams in Set A actually, not the whole Set A. Because gNB only needs the beam information corresponding to the beams in AI/ML input (i.e., Set B) and the beam information corresponding to the beams in AI/ML output (e.g., the beam beam in Set A), even if UE needs to perform beam measurement for the whole Set A. Specifically, for AI/ML approach based on classification (mentioned in Section 3.1), it is enough that UE only needs to report the L1-RSRPs of the beams in Set B and the beam ID (e.g., CRI, SSBRI) of best beam in Set A. The same situation may also occur in model testing or model monitoring. Specifically, for AI/ML approach based on classification, UE may only need to report the L1-RSRPs of the beams in Set B and the beam ID of best beam in Set A. For AI/ML approach based on regression (mentioned in Section 3.1), UE may only need to report the L1-RSRPs of the beams in Set B and the beam IDs of best beams in Set A and corresponding L1-RSRPs. Therefore, in order to avoid unnecessary overhead of beam reporting, we should study how to reduce the unnecessary overhead of beam reporting in model training, model update, model testing or model monitoring.
[bookmark: OLE_LINK74][bookmark: OLE_LINK75]Proposal 12: Study the mechanism of reducing the overhead of beam reporting in model training, model update, model testing or model monitoring.
Generally, in order to evaluate the performance of model inference, as a traditional (or direct) method, the measured results needs to be compared with the corresponding predicted results. As mentioned above, for AI/ML beam prediction, the overhead of beam measurement and reporting is huge in model testing or model monitoring. But in fact, when the performance of model inference deteriorates, the AI/ML input data (i.e., L1-RSRPs of the beams in Set B) may be “strange” to the current AI/ML model. Because in principle, the AI/ML model learns from the historical experience. For the strange, unfamiliar or novel (input) data, the AI/ML model may not make accurate prediction. Therefore, in addition to the traditional method, it can also be considered that the performance of model inference is evaluated by determining the similarity between the online input data (i.e., measured L1-RSRPs of the beams in Set B) and the training data set corresponding to the AI/ML model. Meanwhile, the determination of the similarity between the new dataset collected online and the source training dataset is necessary for model update, e.g., re-training is appropriate when the higher similarity (more data required for model update), fine-tuning is appropriate when the lower similarity (less data required for model update). Therefore, we should study the potential direct or indirect methods of evaluating the performance of model inference.
[bookmark: OLE_LINK72][bookmark: OLE_LINK73]Proposal 13: Study the direct or indirect mechanisms on evaluating the performance of model inference.
[bookmark: OLE_LINK225][bookmark: OLE_LINK226][bookmark: OLE_LINK37][bookmark: OLE_LINK38][bookmark: OLE_LINK215][bookmark: OLE_LINK216]For beam prediction in time domain, it becomes a reality to use the historical beam to predict the future beam, which will greatly save overhead of beam measurement and reporting. That is especially obvious in the scenario of high speed movement (e.g., HST, freeway). Specifically, in order to ensure the real-time performance of beam (pair), i.e., beam tracking, gNB will configure or activate a periodic or semi-persistent beam reporting. And UE needs to perform beam measurement and reporting frequently. If beam prediction in time domain is supported, UE only needs to perform beam measurement and reporting at the specific time instances, because the reported beam information at these specific time instances need to be used as AI/ML input. And for the other time instances, UE does not needs to perform beam measurement and reporting, because the beam information at these time instances can be predicted by the AI/ML model. However, according to the existing specification, for a configured or activated P/SP beam report, UE does not stop performing beam measurement and reporting for each (reporting) time instance until the configured or activated P/SP beam report is released or deactivated. It means that, after collecting the AI/ML input data every time, gNB needs to release or deactivate the P/SP beam report. Due to the number of predicted beams is limited (e.g., may be 1), gNB needs to re-configure or re-activate the P/SP beam report within a short time (e.g., one period of the P/SP beam report) after releasing or deactivating the P/SP beam report. Since beam tracking is a long-term periodic behavior, this “release/deactivate and re-configure/activated” is a continuous and frequent behavior. Further, configuring/releasing or activating/deactivating the beam report needs to be performed by a RRC or MAC-CE signaling. Consequently, huge signaling will be consumed. But, considering the same time interval between the (reporting) time instances, it is clearly that these signaling is unnecessary. Therefore, in order to reduce unnecessary overhead of signaling in P/SP beam reporting, we should study the mechanism of stop and start automatically (or discontinuous) reporting in periodic or semi-persistent beam reporting.
[bookmark: OLE_LINK237][bookmark: OLE_LINK238][bookmark: OLE_LINK70][bookmark: OLE_LINK71]Proposal 14: Study the mechanism of discontinuous reporting in periodic or semi-persistent beam reporting.
4.3 Beam indication
For beam prediction in time domain, gNB may obtain the multiple beam application/dwelling times corresponding to the multiple predicted beams in future through the AI/ML model. If UE can also know these beam application/dwelling times, gNB does not need to perform beam indication in future, e.g., transmit to UE a DCI carrying the new beam. In order to reduce the overhead of beam indication, the method of indicting the predicted beams and corresponding beam application/dwelling times should be studied from our point of view.
[bookmark: OLE_LINK68][bookmark: OLE_LINK69]Proposal 15: Study the method of indicating the predicted beams and corresponding beam application/dwelling times.
5 Conclusion
In this contribution, we provided our views on the details of these two sub use cases and potential specification impacts, and we have the following observations and proposals:
Observation 1: QCL relation between beams in Set A and beams in Set B may be unnecessary if Rx-beam information can be designed to be used as an input.
Observation 2: In order to ensure the performance of model inference, the online data need to be considered.
Observation 3: For a sub use case, multiple AI/ML models may be arranged.
Observation 4: If AI/ML model is deployed at gNB only, UE needs to report more beams, e.g., larger than 4.

Proposal 1: For BM-Case1, support the following alternatives for further study:
· Alt.1: Set B is a subset of Set A.
· Alt.2: Set B and Set A are different.
Proposal 2: For Alt.1 in BM-Case1, support using the following beam patterns to determine Set B out of the beams in Set A: fixed pattern or random pattern.
Proposal 3: For BM-Case1, assistance information in input should be discussed in different deployments of AI/ML model, i.e., at gNB only, at UE only.
Proposal 4: For Alt.1, support selecting Top-N1 DL Tx and/or Rx beams according to some pre-defined rules, e.g., a sum probability of being the best beams higher than a threshold, L1-RSRP higher than a threshold.
Proposal 5: For BM-Case2, support the following alternatives for further study:
· Alt.1: Set A and Set B are different.
· Alt.2: Set B is a subset of Set A (Set A and Set B are not same).
· Alt.3: Set A and Set B are the same.
Proposal 6: For BM-Case2, assistance information in input should be discussed in different deployments of AI/ML model, i.e., at gNB only, at UE only.
Proposal 7: Study the mechanism of model update, e.g., fine-tuning.
Proposal 8: Study the mechanism of online data processing.
Proposal 9: Study the mechanism of model selection.
Proposal 10: Study the mechanism of reporting more beams, e.g., larger than 4.
Proposal 11: Study the mechanism of reducing the overhead of beam measurement and reporting in model inference.
Proposal 12: Study the mechanism of reducing the overhead of beam reporting in model training, model update, model testing or model monitoring.
Proposal 13: Study the direct or indirect mechanisms on evaluating the performance of model inference.
Proposal 14: Study the mechanism of discontinuous reporting in periodic or semi-persistent beam reporting.
Proposal 15: Study the method of indicating the predicted beams and corresponding beam application/dwelling times.
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