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1. [bookmark: _Ref521334010]Introduction
In RAN#94-e meeting, AI/ML for NR Air Interface was approved in the SID [1]. The initial set of use cases is given below but other objectives are omitted here.
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.

Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 
…


In RAN1#109-e meeting, the following agreements were agreed [2].
	Agreement
Study further on sub use cases and potential specification impact of AI/ML for positioning accuracy enhancement considering various identified collaboration levels.
· Companies are encouraged to identify positioning specific aspects on collaboration levels if any in agenda 9.2.4.2.
· Note1: terminology, notation and common framework of Network-UE collaboration levels are to be discussed in agenda 9.2.1 and expected to be applicable to AI/ML for positioning accuracy enhancement. 
· Note2: not every collaboration level may be applicable to an AI/ML approach for a sub use case

Agreement
For further study, at least the following aspects of AI/ML for positioning accuracy enhancement are considered.
· Direct AI/ML positioning: the output of AI/ML model inference is UE location
· E.g., fingerprinting based on channel observation as the input of AI/ML model 
· FFS the details of channel observation as the input of AI/ML model, e.g. CIR, RSRP and/or other types of channel observation
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement
· E.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement
· FFS the details of input and output for corresponding AI/ML model(s)
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· Companies are encouraged to clarify all details/aspects of their proposed AI/ML approaches/sub use case(s) of AI/ML for positioning accuracy enhancement 

Agreement
Companies are encouraged to study and provide inputs on potential specification impact at least for the following aspects of AI/ML approaches for sub use cases of AI/ML for positioning accuracy enhancement.
· AI/ML model training
· training data type/size
· training data source determination (e.g., UE/PRU/TRP)
· assistance signalling and procedure for training data collection
· AI/ML model indication/configuration
· assistance signalling and procedure (e.g., for model configuration, model activation/deactivation, model recovery/termination, model selection)
· AI/ML model monitoring and update
· assistance signalling and procedure (e.g., for model performance monitoring, model update/tuning)
· AI/ML model inference input
· report/feedback of model input for inference (e.g., UE feedback as input for network side model inference)
· model input acquisition and pre-processing
· type/definition of model input
· AI/ML model inference output
· report/feedback of model inference output
· post-processing of model inference output
· UE capability for AI/ML model(s) (e.g., for model training, model inference and model monitoring)
· Other aspects are not precluded
· Note: not all aspects may apply to an AI/ML approach in a sub use case
· Note2: the definitions of common AI/ML model terminologies are to be discussed in agenda 9.2.1


In this document, we share our views on the sub use cases, collaboration levels and some potential spec impacts for AI/ML-based positioning enhancement.
2. Discussion
2.1. Sub use cases 
Before discussing the possible sub use cases for AI/ML-based positioning, it is necessary to align the definition of sub use cases, which is beneficial to discuss the evaluation results, collaboration levels and potential spec impacts in future meetings. In RAN1#109-e meeting, four options are listed to interpret the definition of “sub use cases”.
	•	Option 1: by scenario
•	Option 2: by {input, output} of an AI/ML model
•	Option 3: for estimation, tracking, and prediction etc. as different sub use cases
•	Option 4: by functionality that the AI/ML model is intended to fulfil where LOS/NLOS classification and Fingerprinting to directly estimate UE’s position as different sub use cases


[bookmark: OLE_LINK33][bookmark: OLE_LINK34]From our point of view, the InF scenario is a prioritized scenario for AI/ML positioning. Companies attempt to improve the positioning accuracy in this heavy NLOS scenario. If the sub use cases are defined by option 1, AI/ML positioning may have only one sub use case, which will not promote the discussion of collaboration level and spec impacts in the future. If the sub use cases are defined by option 2, when the inputs of AI/ML model are different and the outputs of different AI/ML models are the same as UE positions, it may be considered as many sub use cases. As the inputs of AI/ML model can be quite diversity from different companies, too many use cases will be created unnecessarily, which will cause heavy burden to subsequent discussions. For option 3 and option 4, we don't think these two options are fundamentally different, but option 4 is more clearly described than option 3. From the functionality of AI/ML model, the sub use cases may contain LOS/NLOS classification, intermedium measurements estimation and direct UE position estimation, etc.

Proposal 1: The sub use cases for AI/ML-based positioning is defined by the functionality that the AI/ML model is intended to fulfill.
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]In RAN1#109 e-meeting, both direct AI/ML positioning and AI/ML assisted positioning were considered to enhance AI/ML positioning accuracy. For the direct AI/ML positioning, the output of AI/ML model inference is UE location. The function of AI/ML model is to estimate UE’s position, and it can be considered as a sub use case of AI/ML positioning. For AI/ML assisted positioning, the output of AI/ML model inference is new measurement and/or enhancement of existing measurement. For traditional positioning methods, delay and angle estimation is widely used to support UE-based and UE/network-assisted positioning. Timing and/or angle of measurements such as ToA/AoA/AoD estimation can be taken as a possible sub use case for AI/ML assisted positioning. In addition, AI/ML-based LOS/NLOS identification has been discussed in Rel-17 positioning, which can also be taken as a possible sub use case for AI/ML assisted positioning. The details of these three sub use cases are described below.
· [bookmark: OLE_LINK37][bookmark: OLE_LINK38][bookmark: OLE_LINK35][bookmark: OLE_LINK36]Sub use case 1: AI/ML model is used to directly estimate UE’s position
AI/ML model is used to directly estimate UE’s position without intermedium ToA/AoA/AoD estimation. The input of AI/ML model can be channel observation such as channel impulse response (CIR), channel frequency response (CFR) in frequency domain, RSRP and other types of channel observation. As shown in Figure 1, CIR is assumed as the input of AI/ML model, and the AI/ML model can be deployed at UE or LMF side. 
[image: ]
[bookmark: _Ref111122046]Figure 1: AI/ML model is used to directly output UE’s position
· Sub use case 2: AI/ML model is used to estimate timing and/or angle of measurements
Among the currently supported positioning methods, DL-TDOA, UL-TDOA and Multi-RTT perform position estimation based on time domain measurement, and DL-AoD and UL-AoA perform position estimation based on spatial domain measurement. The time and angle measurements are intermedium quantities for positioning. Then the AI/ML model can be used to replace traditional algorithms to estimate time and angle measurements such as ToA/AoA/AoD. The traditional methods can be used to perform UE position calculation based on estimated ToA/AoA/AoD, as shown in Figure 2. The AI/ML model may be deployed at UE, gNB or LMF side.
[image: ]
[bookmark: _Ref111122290]Figure 2: AI/ML model is used to estimate timing and/or angle of measurements
Another possible solution is to use AI/ML model to estimate timing and/or angle of measurements, and another AI/ML model is used to perform UE position estimation based on the estimated timing and/or angle of measurements. In this case, two AI/ML models may be deployed at UE side and LMF side respectively.
· [bookmark: OLE_LINK39][bookmark: OLE_LINK40]Sub use case 3: AI/ML model is used to identify LOS/NLOS
Additional delay of NLOS may affect the determination of the first path and sharply reduce the ToA estimation accuracy, thereby deteriorating the final positioning accuracy. In Rel-17 positioning enhancement, several typical NLOS and multipath identification solutions were proposed, e.g. LOS/NLOS identification information can be defined as a function of Rice factor in the time domain, the variance of CFR in the frequency domain, or the combination of the above two parameters. The LOS/NLOS identification information can help identify and select LOS paths between TRPs and UE for mitigating the influence of NLOS. Soft values with [0, 0.1, …, 0.9, 1] and hard values with [0, 1] were introduced for LOS/NLOS indicator reporting from UE/TRP. AI/ML-based approach can be used to replace these traditional solutions to identify LOS/NLOS. The input of AI/ML model is channel observation information like CIR or CFR, as shown in Figure 3. For LOS/NLOS indicator reporting with soft values, the output of AI/ML model is the probability of LOS or NLOS, e.g., the output is the probability of LOS. For LOS/NLOS indicator reporting with hard values, the output is the categorization of LOS or NLOS, which is a typical classification problem from view of AI/ML-based approach. The identified LOS or NLOS can be used to support reporting of LOS/NLOS indicators and assist in the eventual position estimation.
[image: ]
[bookmark: _Ref111122943]Figure 3: AI/ML model is used to identify LOS/NLOS
In summary, it is preferred to focus on UE’s position estimation, timing and/or angle of measurement estimation and LOS/NLOS identification based on AI/ML model in Rel-18 research firstly. And other potential sub use cases, e.g. AI/ML-based positioning using historical time-domain information, can be taken as possible enhancements for the next stage of research.
Proposal 2: Consider the following sub use cases in Rel-18 AI/ML-based positioning:
· AI/ML model is used to directly output UE’s position;
· [bookmark: _GoBack]AI/ML model is used to estimate timing and/or angle of measurement, e.g. ToA/AoA/AoD estimation;
· AI/ML model is used to identify LOS/NLOS.
2.2. [bookmark: _Ref111129943]Collaboration level of sub use cases
In RAN1#109-e meeting, the following network-UE collaboration levels were agreed in agenda 9.2.1.
	Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 


[bookmark: OLE_LINK41][bookmark: OLE_LINK42]As the discussion in our companion contribution [3], from the perspective of where AI/ML model resides, the AI/ML model can be categorized to one-sided model and two-sided model. We should consider finer collaboration levels based on one-sided model and two-sided model. For one-sided model, the AI/ML model can be deployed at UE/network side, and some assistance information may be transmitted to assist the inference of AI/ML model, which belongs to collaboration level y. However, the one-sided model may be trained at one side and transfer to another side for inference, which needs some signaling for transferring the AI/ML model and belongs to collaboration level z. For two-sided model, the joint inference procedure needs to be completed based on the cooperation of AI/ML models at UE and network sides. If some assistance information is transmitted to complete separate training without AI/ML model transfer, it belongs to collaboration level y. And if the AI/ML model is trained at one side, and a part of this AI/ML model is transferred to another side, it belongs to collaboration level z. In our companion contribution [3], finer collaboration levels are proposed as following:
· Level x: No collaboration.
· Level y: Signaling-based collaboration without model transfer
· Level y-1: One-sided model deployed in either UE or network
· Level y-2: Two-sided model
· Level z: Signaling-based collaboration with model transfer
· Level z-1: One-sided model deployed in either UE or network
· Level z-2: Two-sided model
As for the collaboration level of the proposed sub use cases for AI/ML-based positioning, according to the signaling interaction degree between UE and network, the AI/ML model related training, inference and assisted information exchange corresponding to the above collaboration levels are analyzed in Table 1.


[bookmark: _Ref111125555]Table 1: Collaboration levels on AI/ML-based positioning
	Collaboration levels
	Definition
	Example

	Level x
	The AI/ML model in one side is totally transparent to the other node.
	AI/ML model training and inference are conducted at UE side.
For instance, a UE may utilize the DL-PRS channel observations and an AI/ML model to estimate the UE’s position directly without noticing the network the existence of the AI/ML model.

	Level y-1
	AI/ML model is deployed in one side and recognized by the other side, while the AI/ML model is not transferred from one side to other side. Some signals are transmitted from one side to support AI/ML model inference at the other side. 
	AI/ML model training and inference are conducted at one side, e.g. UE or LMF side.
For instance, AI/ML model is trained at LMF side, and DL-PRS channel observations such as CIR are transmitted to LMF for AI/ML model inference.

	Level y-2
	[bookmark: OLE_LINK5][bookmark: OLE_LINK6]AI/ML models are deployed in two sides and recognized by each other, while the AI/ML model is not transferred from one side to the other side. However, some signals are exchanged for, e.g. AI/ML model inference.
	AI/ML models are separately deployed at different sides, e.g. UE and LMF side. Joint inference needs to be completed based on the cooperation of AI/ML models at different sides without model transferred. 
For instance, AI/ML model is deployed at UE side for estimating the ToA. Then the ToA is transmitted to LMF side for another AI/ML model inference.

	Level z-1
	AI/ML model is trained in one side and inferenced at the other side. The AI/ML model such as weight and structure of model is transferred from one side to the other side. 
	AI/ML model is trained at one side, e.g. LMF side. AI/ML model inference is conducted at other side, e.g. UE side. 
For instance, considering UE computing capacity and training data acquisition, AI/ML model is preferred to be trained at LMF side. Then the AI/ML model is transferred to UE side for AI/ML model inference.

	Level z-2
	AI/ML models are deployed in two sides and known by each other. A part of the AI/ML model such as weight of model is transferred from one side to the other side.
	AI/ML model is trained at one side, e.g. LMF side. Joint inference needs to be completed based on the cooperation of AI/ML models at both UE and LMF sides. 
For instance, AI/ML model is trained at LMF side. Then the AI/ML model is divided into two parts. One part of the model is transferred to UE side and the other part of the model is deployed in LMF side. The output of the UE’s side model is taken as the input of the LMF’s side model.


As the analysis in Table 1, the AI model can be trained at the UE side theoretically. However, an ordinary UE does not know the exact UE’s position taken as labels. The PRU introduced in Rel-17 can be used to collect channel observations and the corresponding position as labels, but it may not have computing and storage capacity to train an AI/ML model. Considering the model training requires large amounts of training data and computational resources, it is preferred to train AI/ML model at network side. 
Observation: Training AI/ML model for positioning at network side is more feasible due to easier data collection.
Compared to one-sided model, two-sided model is more complicated. When AI/ML model is deployed at LMF side to estimate UE’s position, a possible solution of one-sided model is that UE obtains DL-PRS channel observations and transfers these channel observations to LMF for AI/ML model inference. However, the resource overhead of transferring the DL-PRS channel observations may be large. In this case, an AI/ML model can be adopted to compress the DL-PRS channel observations at UE side, and the compressed channel observations will be used as the input of the AI/ML model at LMF side. This two-sided model may be beneficial in resource overhead for transferring the compressed channel observations.
Proposal 3: For AI/ML-based positioning, both one-sided AI/ML model and two-sided AI/ML model can be considered.
Proposal 4: For AI/ML-based positioning, all collaboration levels defined in AI 9.2.1 can be considered.
2.3. [bookmark: _Ref111129927]Spec impacts
As the discussion in section 2.2, the collaboration level corresponding to level y-1, level y-2, level z-1 and level z-2 will impact the specification since the exchange of assistance data and signalling. The possible spec impacts on AI/ML-based positioning contain dataset collection, AI/ML model training and inference, AI/ML model indication/configuration, AI/ML model monitoring and update and the UE capability for AI/ML model. Some considerations are given below.
· Dataset collection 
· The PRU may be used to collect data containing the channel observations and positions.
· Signaling and procedure are specified to configure the data type and data size.
· Signaling and procedure are specified to transfer these collected data for AI/ML model training and inference.
· AI/ML model training and inference
· Signaling and procedure are specified to configure the input structure of AI/ML model and data pre-processing method.
· Signaling and procedure are specified on the potential model transfer.
· AI/ML model indication/configuration
· Signaling and procedure are specified to configure the type of structure of AI/ML model and the hype-parameters of AI/ML model and so on.
· Signaling and procedure are specified to indicate the identification of AI/ML model since various models may be deployed simultaneously.
· AI/ML model monitoring and update
· Signaling and procedure are specified to report the performance of AI/ML model.
· Signaling and procedure are specified to report the performance of traditional positioning method for comparing the performance between traditional positioning method and AI/ML model.
· Signaling and procedure are specified to activate/deactivate the AI/ML model by indicating the identification of AI/ML model. 
· Signaling and procedure are specified to indicate the traditional positioning method fallback. 
· Signaling and procedure are specified to configure some data for updating AI/ML model.
· UE capability for AI/ML model
· Signaling and procedure are specified to report storage capacity of AI/ML model.
· Signaling and procedure are specified to report computing and training capacity for AI/ML model fine-tuning.

3. Conclusions
In this contribution, we provided our views on AI/ML for positioning. We have the following observation and proposals:
Observation: Training AI/ML model for positioning at network side is more feasible due to easier data collection.
Proposal 1: The sub use cases for AI/ML-based positioning is defined by the functionality that the AI/ML model is intended to fulfill.
Proposal 2: Consider the following sub use cases in Rel-18 AI/ML-based positioning:
· AI/ML model is used to directly output UE’s position;
· AI/ML model is used to estimate timing and/or angle of measurement, e.g. ToA/AoA/AoD estimation;
· AI/ML model is used to identify LOS/NLOS.
Proposal 3: For AI/ML-based positioning, both one-sided AI/ML model and two-sided AI/ML model can be considered.
Proposal 4: For AI/ML-based positioning, all collaboration levels defined in AI 9.2.1 can be considered.
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