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1. [bookmark: _Ref521334010]Introduction
In RAN #109 e-meeting, the following agreements were made for evaluation on AI/ML for spatial-domain beam prediction [1]:
	Agreement
· For dataset construction and performance evaluation (if applicable) for the AI/ML in beam management, system level simulation approach is adopted as baseline
· Link level simulation is optionally adopted

Agreement
· At least for temporal beam prediction, Dense Urban (macro-layer only, TR 38.913) is the basic scenario for dataset generation and performance evaluation. 
· Other scenarios are not precluded.
· For spatial-domain beam prediction, Dense Urban (macro-layer only, TR 38.913) is the basic scenario for dataset generation and performance evaluation. 
· Other scenarios are not precluded.

Agreement
· At least for spatial-domain beam prediction in initial phase of the evaluation, UE trajectory model is not necessarily to be defined.

Agreement
· For AI/ML in beam management evaluation, RAN1 does not attempt to define any common AI/ML model as a baseline.

Conclusion
· Further study AI/ML model generalization in beam management evaluating the inference performance of beam prediction under multiple different scenarios/configurations.
· FFS on different scenarios/configurations
· Companies report the training approach, at least including the dataset assumption for training
Agreement
· For evaluation of AI/ML in BM, the KPI may include the model complexity and computational complexity.
· FFS: the details of model complexity and computational complexity
Agreement
· For spatial-domain beam prediction, further study the following options as baseline performance
· Option 1: Select the best beam within Set A of beams based on the measurement of all RS resources or all possible beams of beam Set A (exhaustive beam sweeping)  
· FFS CSI-RS/SSB as the RS resources
· Option 2: Select the best beam within Set A of beams based on the measurement of RS resources from Set B of beams
· FFS: Set B is a subset of Set A and/or Set A consists of narrow beams and Set B consists of wide beams
· FFS: how conventional scheme to obtain performance KPIs
· FFS: how to determine the subset of RS resources is reported by companies
· Other options are not precluded.

Agreement
· For dataset generation and performance evaluation for AI/ML in beam management, take the parameters (if applicable) in Table 1.2-1b for Dense Urban scenario for SLS
Table 1.2-1b Assumptions for Dense Urban scenario for AI/ML in beam management
	Parameters
	Values

	Frequency Range
	FR2 @ 30 GHz
· SCS: 120 kHz

	Deployment
	200m ISD,
· 2-tier model with wrap-around (7 sites, 3 sectors/cells per site)
Other deployment assumption is not precluded

	Channel mode
	UMa with distance-dependent LoS probability function defined in Table 7.4.2-1 in TR 38.901.

	System BW
	80MHz

	UE Speed
	· For spatial domain beam prediction, 3km/h
· For time domain beam prediction: 30km/h (baseline), 60km/h (optional)
· Other values are not precluded

	UE distribution
	· FFS UEs per sector/cell for evaluation. More UEs per sector/cell for data generation is not precluded.
 
· For spatial domain beam prediction: FFS:
· Option 1: 80% indoor ,20% outdoor as in TR 38.901
· Option 2: 100% outdoor
· For time domain prediction: 100% outdoor

	Transmission Power
	Maximum Power and Maximum EIRP for base station and UE as given by corresponding scenario in 38.802 (Table A.2.1-1 and Table A.2.1-2)

	BS Antenna Configuration
	         [One panel: (M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ as baseline]
         [Four panels: (M, N, P, Mg, Ng) = (4, 8, 2, 2, 2), (dV, dH) = (0.5, 0.5) λ. (dg,V, dg,H) = (2.0, 4.0) λ as optional]
         Other assumptions are not precluded.
 
Companies to explain TXRU weights mapping.
Companies to explain beam selection.
Companies to explain number of BS beams

	BS Antenna radiation pattern
	TR 38.802 Table A.2.1-6, Table A.2.1-7

	UE Antenna Configuration
	[Panel structure: (M,N,P) = (1,4,2)]
         2 panels (left, right) with (Mg, Ng) = (1, 2) as baseline
         Other assumptions are not precluded
 
Companies to explain TXRU weights mapping.
Companies to explain beam and panel selection.
Companies to explain number of UE beams

	UE Antenna radiation pattern
	TR 38.802 Table A.2.1-8, Table A.2.1-10

	Beam correspondence
	Companies to explain beam correspondence assumptions (in accordance to the two types agreed in RAN4)

	Link adaptation
	Based on CSI-RS

	Traffic Model
	FFS:
· Option 1: Full buffer
· Option 2: FTP model
Other options are not precluded

	Inter-panel calibration for UE
	Ideal, non-ideal following 38.802 (optional) – Explain any errors

	Control and RS overhead
	Companies report details of the assumptions

	Control channel decoding
	Ideal or Non-ideal (Companies explain how it is modelled)

	UE receiver type
	MMSE-IRC as the baseline, other advanced receiver is not precluded

	BF scheme
	Companies explain what scheme is used

	Transmission scheme
	Multi-antenna port transmission schemes
Note: Companies explain details of the using transmission scheme.

	Other simulation assumptions
	Companies to explain serving TRP selection
Companies to explain scheduling algorithm

	Other potential impairments
	Not modelled (assumed ideal).
If impairments are included, companies will report the details of the assumed impairments

	BS Tx Power
	40 dBm

	Maximum UE Tx Power
	23 dBm

	BS receiver Noise Figure
	7 dB

	UE receiver Noise Figure
	10 dB

	Inter site distance
	200m

	BS Antenna height
	25m

	UE Antenna height
	1.5 m

	Car penetration Loss
	38.901, sec 7.4.3.2: μ = 9 dB, σp = 5 dB



Agreement
· Companies are encouraged to report the following aspects of AI/ML model in RAN 1 #110. FFS on whether some of aspects need be defined or reported.
· Description of AI/ML model, e.g, NN architecture type
· Model inputs/outputs (per sub-use case)
· Training methodology, e.g.
· Loss function/optimization function
· Training/ validity /testing dataset:
· Dataset size, number of training/ validity /test samples
· Model validity area: e.g., whether model is trained for single sector or multiple sectors             
· Details on Model monitoring and model update, if applicable
· Others related aspects are not precluded


Agreement
· To evaluate the performance of AI/ML in beam management, further study the following KPI options:
· Beam prediction accuracy related KPIs, may include the following options:
· Average L1-RSRP difference of Top-1 predicted beam
· Beam prediction accuracy (%) for Top-1 and/or Top-K beams, FFS the definition:
· Option 1: The beam prediction accuracy (%) is the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”
· Option 2: The beam prediction accuracy (%) is the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”

· CDF of L1-RSRP difference for Top-1 predicted beam
· Beam prediction accuracy (%) with 1dB margin for Top-1 beam
· The beam prediction accuracy (%) with 1dB margin is the percentage of the Top-1 predicted beam “whose ideal L1-RSRP is within 1dB of the ideal L1-RSRP of the Top-1 genie-aided beam” 

· the definition of L1-RSRP difference of Top-1 predicted beam: 
· the difference between the ideal L1-RSRP of Top-1 predicted beam and the ideal L1-RSRP of the Top-1 genie-aided beam
· Other beam prediction accuracy related KPIs are not precluded and can be reported by companies. 
· System performance related KPIs, may include the following options:
· UE throughput: CDF of UE throughput, avg. and 5%ile UE throughput
· RS overhead reduction at least for spatial-domain beam prediction at least for top-1 beam:
· 1-N/M,
· where N is the number of beams (with reference signal (SSB and/or CSI-RS)) required for measurement
· where (FFS) M is the total number of beams
· Note: Non-AI/ML approach based on the measurement of these M beams may be used as a baseline
· FFS on whether to define a proper value for M for evaluation.
· Other System performance related KPIs are not precluded and can be reported by companies.
· Other KPIs are not precluded and can be reported by companies, for example:
· Reporting overhead reduction: (FFS) The number of UCI report and UCI payload size, for temporal /spatial prediction
· Latency reduction:
· (FFS) (1 – [Total transmission time of N beams] / [Total transmission time of M beams])
· where N is the number of beams (with reference signal (SSB and/or CSI-RS)) in the input beam set required for measurement
· where M is the total number of beams
· Power consumption reduction: FFS on details



In this contribution, evaluation methodology and KPIs for AI/ML based beam management enhancement are discussed.
2. Discussion
2.1. Sub use cases of beam management
During RAN1#109 e-meeting, it was reached a consensus on two types of sub use cases for beam management, including BM-Case1 and BM-Case2 [1].

	Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range


For BM-Case1, there are two alternatives which were concluded in the last meeting, as following [1]:
	Conclusion: 
For the sub use case BM-Case1, consider the following alternatives for further study:
· Alt.1: Set B is a subset of Set A
o   FFS: the number of beams in Set A and B
o   FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.2: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
o   FFS: the number of beams in Set A and B
o   FFS: QCL relation between beams in Set A and beams in Set B
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The narrow and wide beam terminology is for SI discussion only and have no specification impact
· Note3: The codebook constructions of Set A and Set B can be clarified by the companies.


In this contribution, we will focus on the evaluation of Alt.1 of BM-Case1, in which Set B is a subset of Set A.
2.2. Simulation Assumptions
Based on the agreement in the last meeting [1], for dataset generation and performance evaluation for AI/ML in beam management, Dense Urban (macro-layer only, TR 38.913) is the basic scenario. According to the simulation assumptions for Dense Urban scenario for SLS, our simulation assumptions are shown in Table 1 in Annex.
In our simulation, the number of beam pairs in Set A is 256, which includes 64 gNB DL Tx beams and 4 UE DL Rx beams. The number of beam pairs in Set B is 32, which includes selected 8 gNB DL Tx beams and 4 UE DL Rx beams. To determine 8 gNB DL Tx beams out of 64 gNB DL Tx beams, we use fixed pattern and random pattern in our simulation. The fixed pattern selection is shown in Figure 1. For random pattern, the 8 gNB DL Tx beams are randomly selected from 64 gNB DL Tx beams.
[image: ]
[bookmark: _Ref111216363]Figure 1: Fixed pattern selection of DL TX beam
2.3. Model description
In our simulation, we investigate two AI/ML models: DNN based and ResNet based, respectively.
Model 1 is a beam prediction model based on DNN as shown in Figure 2. A total of 4 full connection layers are designed. The number of nodes in each layer is 32, 128, 256 and 256. The input data is the RSRP (and beam ID) vector for 32 beam pairs. The output data is the index of the Top-N beam pair.
[image: ]
[bookmark: _Ref111234114]Figure 2: DNN based Model 1
Model 2 is a beam prediction model based on ResNet as shown in Figure 3. The network is composed of a three-layer full connection structure and two Resblocks. In one Resblock, a three-layer convolution structure is used, and residual calculation between the first layer and the last convolution layer is conducted. The structure is repetitive between two Resblocks. The input data is the RSRP (and beam ID) vector for 32 beam pairs. The output data is the index of the Top-N beam pair.
[image: ]
[bookmark: _Ref111234147]Figure 3: ResNet based Model 2
For Model 1 and Model 2, our simulation parameters are listed as Table 2:
[bookmark: _Ref111217636]Table 2: Simulation parameters for Model 1 and Model 2
	AI/ML model
	Model 1 or Model 2

	Training methodology
	Offline training

	Loss function
	Cross entropy

	Optimization function
	Adam

	Learning rate 
	0.001

	Dataset size
	90k

	Training data
	72k

	Validation data
	9k

	Testing data
	9k

	Model Size
	Model 1: 430k

	
	Model 2: 280k


2.4. KPI
To evaluate the performance of AI/ML in beam management, the KPI has been discussed in the last meeting. Based on the previous meeting agreement, the KPI includes two types, which are beam prediction accuracy related KPIs and system performance related KPIs. 
In our simulation, we select the following KPIs for beam prediction accuracy:
· Beam prediction accuracy for Top-1 and Top-3 beams
· Average L1-RSRP difference of Top-1 predicted beam
· CDF of L1-RSRP difference for Top-1 predicted beam
For the definition of beam prediction accuracy, we use Option2, which is the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”. The L1-RSRP difference of Top-1 predicted beam is the difference between the ideal L1-RSRP of Top-1 predicted beam and the ideal L1-RSRP of the Top-1 genie-aided beam.
According to the previous agreements on system performance related KPIs, we also provide the RS overhead reduction for Top-1 beam.
2.5. Simulation results
We evaluate the Model 1 and Model 2 for beam prediction accuracy related KPIs using fixed pattern. The simulation results for Top-1 accuracy, Top-3 accuracy and average Top-1 RSRP difference is shown in Table 3.
[bookmark: _Ref111217690][bookmark: _Ref111192777]Table 3: Beam prediction accuracy with fixed pattern
	
	Top-1 accuracy
	Top-3 accuracy
	Avg. Top-1 RSRP diff

	Model 1
	0.7601
	0.8699
	1.2273

	Model 2
	0.7941
	0.9120
	1.0509


We also evaluate the Mode 1 and Mode 2 for beam prediction accuracy related KPIs using random pattern. The simulation results for Top-1 accuracy, Top-3 accuracy and average Top-1 RSRP difference is shown in Table 4. Compared with fixed pattern in Table 3, there is significant performance loss for random pattern.
[bookmark: _Ref111217704]Table 4: Beam prediction accuracy with random pattern
	
	Top-1 accuracy
	Top-3 accuracy
	Avg. Top-1 RSRP diff

	Model 1
	0.3266
	0.5519
	10.8354

	Model 2
	0.3523
	0.6089
	9.6635



Observation 1: Beam prediction accuracy with fixed pattern has better performance than random pattern.
Besides the input of L1-RSRP, we also simulate the Model 1 and Model 2 for beam prediction accuracy related KPIs using fixed pattern and random pattern using the additional input of beam ID. The simulation results are shown in Table 5 and Table 6. Compared with beam prediction accuracy with fixed pattern and random pattern using L1-RSRP input only, additional Beam ID input doesn’t have significant performance gain. Moreover, it has some performance loss in the case of fixed pattern.
[bookmark: _Ref111219135][bookmark: _Ref111193566]Table 5: Beam prediction accuracy with fixed pattern and beam ID
	
	Top-1 accuracy
	Top-3 accuracy
	Avg. Top-1 RSRP diff

	Model 1
	0.7560
	0.8637
	1.2395

	Model 2
	0.7922
	0.9103
	1.0561



[bookmark: _Ref111219273]Table 6: Beam prediction accuracy with random pattern and beam ID
	
	Top-1 accuracy
	Top-3 accuracy
	Avg. Top-1 RSRP diff

	Model 1
	0.3801
	0.5912
	9.9358

	Model 2
	0.3934
	0.6445
	8.5746


Observation 2: Besides L1-RSRP, Using beam ID as an additional input doesn’t have significant performance gain.
The CDF of L1-RSRP difference for Top-1 predicted beam with fixed pattern for Model 1 and Model 2 is shown in Figure 4. The CDF percentile of Top-1 accuracy for Model 1 is 1.75dB@90%, and the CDF percentile of Top-1 accuracy for Model 2 is 1.49dB@90%. According to the above simulation results, the performance of Model 2 is better than that of Mode 1, i.e., the performance of RseNet based model is better than that of DNN based model.
[image: ]
[bookmark: _Ref111221039][bookmark: _Ref111234218] Figure 4: CDF of Top-1 L1-RSRP difference

According to the last meeting agreement, the RS overhead reduction is 1-N/M for Top-1 beam. In our simulation, we predict the best beam among 256 beam pairs through 32 beam pairs. Thus, the RS overhead reduction is 1-N/M=87.5%.
Observation 3: In our simulation, RS overhead reduction is up to 87.5% with at least around 76% and 79% Top-1 accuracy of beam prediction.
3. Conclusions
In this contribution, the simulation results for Alt.1 of BM-Case1 are given and discussed. The observations are summarized as follows:
Observation 1: Beam prediction accuracy with fixed pattern has better performance than random pattern.
[bookmark: _GoBack]Observation 2: Besides L1-RSRP, Using beam ID as an additional input doesn’t have significant performance gain.
Observation 3: In our simulation, RS overhead reduction is up to 87.5% with at least around 76% and 79% Top-1 accuracy of beam prediction.
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5. [bookmark: _Ref110961941]Annex
[bookmark: _Ref111217415]Table 1: Simulation assumptions for Dense Urban scenario for Alt.1 of BM-Case1
	Parameters
	Values

	Frequency Range
	FR2 @ 30 GHz SCS: 120 kHz

	Deployment
	200m ISD, 2-tier model with wrap-around (19 sites, 3 sectors/cells per site)

	Channel model
	UMa with distance-dependent LoS probability function defined in Table 7.4.2-1 in TR 38.901.

	System BW
	80MHz

	UE Speed
	3km/h

	UE distribution
	10 UEs per sector/cell
80% indoor ,20% outdoor as in TR 38.901

	Transmission Power
	Maximum Power and Maximum EIRP for base station and UE as given by corresponding scenario in 38.802 (Table A.2.1-1 and Table A.2.1-2)

	BS Antenna Configuration
	(M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ

	BS Antenna radiation pattern
	TR 38.802 Table A.2.1-6, Table A.2.1-7

	UE Antenna Configuration
	(M,N,P, Mg, Ng) = (1,4,2,1,2)

	UE Antenna radiation pattern
	TR 38.802 Table A.2.1-8, Table A.2.1-10

	BF scheme
	DFT codebook

	BS Tx Power
	40 dBm

	Maximum UE Tx Power
	23 dBm

	UE receiver Noise Figure
	10 dB

	BS Antenna height
	25m

	UE Antenna height
	1.5 m

	Car penetration Loss
	38.901, sec 7.4.3.2: μ = 9 dB, σp = 5 dB
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