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[bookmark: _Ref521334010]Introduction
Artificial Intelligence (AI) and Machine Learning (ML) are powerful in solving non-linear issues, and become one of the most popular research directions around the world. For wireless communication, AI/ML also attracts strong interests from academic circle, and already shows its capability in improving performance in many fields. 3GPP also finished an RAN3-led AI/ML study in Rel-17, in which AI/ML models are applied for better data collections in several typical use cases, including network energy saving, load balancing, and mobility optimization [1]. 
In Rel-18, a study item on AI/ML in RAN1 was approved [2], to investigate the support of AI/ML in physical layer other than implementation-based approaches. In RAN1#109-e, the initial agreements, conclusions, observation and working assumption (WA) were achieved for general aspects of AI/ML-based approaches [3]. In this contribution, we investigate the general aspects of AI/ML-based approaches for air interface, including the terminology, general AI/ML framework, collaboration levels, dataset, life cycle management and UE capabilities. We also provide our views on the common evaluation methodology and KPIs for different use cases. 

Discussion
Terminology
As required by the SID, the study shall identify common notation and terminology for AI/ML related functions, procedures and interface [2]. Great effort was attracted to build up a terminology list for RAN1 discussion, and hence a WA was reached [3]. However, there are still some missing pieces to be added. So far, the definitions of ‘online training’ and ‘offline training’ remain TBD.
	Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model by learning the input/output relationship in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing do not assume subsequent tuning of the model.

	Online training
	TBD - need more discussion

	Offline training
	TBD - need more discussion

	On-UE training
	Online/offline training at the UE

	On-network training
	Online/offline training at the network

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	Model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Model deployment
	Delivery of a fully developed and tested model runtime image to a target UE/gNB where inference is to be performed. 

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple model exchanges, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online (field) data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Model update
	Retraining or fine tuning of an AI/ML model, via online/offline training, to improve the model inference performance.

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data e.g., clustering is a common example of this.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.


It is FFS which subset of terminologies to capture into the TR.



Before discussing online training and offline training, we may need to define ‘real-time training’, ‘near-real-time training’ and ‘non-real-time training’ firstly. In our view, these three training methods can be classified as:
· Real-time training: AI/ML model is continuously trained and updated with per arrival of new data.
· [bookmark: _GoBack]For real-time training, the key point is that the running AI/ML model can be continuously trained per arrival of new data. And hence, the AI/ML model will be updated before the arrival of next new data as the input for training/inference.
· Near-real-time training: AI/ML model is trained and updated regularly with new data, where the time interval between the arrival of new data and the update of AI/ML model is no larger than a certain threshold.
· For near-real-time training, the running AI/ML model will not be updated based on ‘each’ arrival of new data. On the contrary, new data may be collected until at least one batch of data is achieved. The AI/ML model will be regularly trained and updated (possibly after validation) by the batch(s) of new data. During the data collection and the training, the operating AI/ML model does not change. 
· The time interval between the arrival of new data and the update of AI/ML model shall be restricted by a threshold, so that the AI/ML model can capture the latest relationship between input and output in time. The threshold may be different for different use cases.
· Non-real-time training: AI/ML model is trained and updated based on the collected data in a non-real time manner.
· For non-real-time training, the update of AI/ML model, if any, is not expected to be real-time or near-real-time. 
It is obvious that the definition of real-time/near-real-time/non-real-time training does not relate to where the AI/ML model resides, nor whether the training and inference are conducted in the same node. We suggest to define these terms firstly, which can help the discussion on definition of online/offline training.
Proposal 1: Capture the following definition in terminology list:
· Real-time training: AI/ML model is continuously trained and updated with per arrival of new data.
· Near-real-time training: AI/ML model is trained and updated regularly with new data, where the time interval between the arrival of new data and the update of AI/ML model is no larger than a certain threshold.
· Non-real-time training: AI/ML model is trained and updated based on the collected data in a non-real time manner.
Regarding the definition of online and offline training, there was heat discussion in RAN1#109-e [4]. Generally, three key points of online training are to be considered:
· Point A: Whether the training is performed in real-time vs. non-real-time. 
· Point B: Whether the training is performed at the same node as where inference happens or different node from where inference is to be performed.
· Point C: Whether the data being used for training should be fresh or may be stale.
Point A describes the timeline requirement for online training. It is no doubt that real-time training fulfils the common understanding of online training vaguely, while non-real-time training shall be precluded. However, only including real-time training is too restrictive. Near-real-time training is also designed to fine-tune the operating AI/ML model in time based on the arrival of new data, in a more conservative and safer way. It can also be included in online training.
Point B emphasizes the relationship of locations between model training and inference. This dimension seems not directly related to the term ‘online’. However, when the training and inference are conducted in different nodes, significant difficulties are foreseen for (near-) real-time model update: (1) AI/ML model needs to be transferred from one node to the other by the air interface; (2) Additional time may be required to extract, overwrite and run the model runtime image. It is unrealistic to assume that continuous (near-) real-time model update can always be achieved, if model training and inference are in different nodes. Based on these reasons, it is reasonable to state that performing training and inference in the same node is required for online training.
Point C is about the characteristic of training data. We do not think whether the training data is fresh or stale affects the boundary of online training. From training point of view, online training should only concern the latency between the arrival of training data and the update of AI/ML model.
From the analysis above, we suggest the following definitions for online training and offline training.
Proposal 2: Capture the following definition in terminology list:
· Online training: An AI/ML model training process that is performed in the same node as model inference, based on newly-collected data in real-time or near-real-time.
· Offline training: An AI/ML model training process that is performed based on collected data in non-real-time, or in a different node from model inference.

General AI/ML framework
Functional framework
In the last meeting, the following conclusion and observation related to AI/ML framework were achieved [3]:
	Observation
Where AI/ML functionality resides depends on specific use cases and sub-use cases.
Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.


The framework of AI/ML application in air interface should embody how AI/ML model is trained, deployed and interactive with other modules for wireless communication. Thus the framework shall at least include function blocks for:  data collection (for AI/ML model training and inference, respectively), model training, model management, AI/ML model and actor. Figure 1 illustrates how these blocks are connected with each other.
[image: ]
[bookmark: _Ref100952696]Figure 1 Functional framework of AI/ML.
The function for each block is briefly introduced as follows:
· Model management
Model management block is the core of LCM (life cycle management) of AI/ML models, which includes model deployment, model monitoring, model switch/update, etc. It can also determine whether AI/ML-based approach should be disabled and fallback to traditional (non-AI/ML based) mechanism. As observed in Figure 1, model management block can send the request of data collection to data collection block (#1), the request of model generation to model training block, and deploy/update the AI/ML model. 
Note that the AI/ML framework in TR 37.817 does not include a block for model management.  This is mainly because RAN3 only considers AI/ML model within the network, so all the LCM aspects are up to network implementation. Nevertheless, AI/ML models for physical layer can be located not only in network but also in UE, so model management becomes much more complicated and should be considered carefully. For example, RAN1 shall discuss the infrastructures and functionalities responsible for model management in different use cases.
· Data collection
Two data collection blocks are considered. One is used to collect data for initial model training before an AI/ML model is deployed, while the other one is used to collect new data as the input of a deployed AI/ML model. Both of them include data pre-processing function, e.g. normalization. In reality, these two blocks may be deployed in the same or different nodes. When deployed in the same node, these two blocks can be  merged as one block.
· Model training
The model training block is responsible in model training, validation and testing. Academic model training strategies may be varying for different use cases, including supervised learning, unsupervised learning, reinforcement learning, federal learning, transfer learning and more. Considering the difficulty and performance, companies can start with supervised learning, but other learning strategies are not precluded. At least for study purpose, the ideal label can be acquired based on simulated data set, which is to be discussed in Section 2.5. Note that the infrastructure responsible for model training can be network, UE or OTT server. Once model training is completed, the new AI/ML model will be delivered to the target node, i.e. network or UE.
· AI/ML Model
AI/ML model is applied for inference according to the input from data collector (#2). The output will be delivered to the actor block. Other than inferring, AI/ML model block may also prepare feedback to model management block to help smart model management. This may require the capability of ‘intermediate evaluation’ based on the output of AI/ML model, which is to be discussed in Section 2.4.
· Actor
Actor receives the output from AI/ML model and triggers or performs the corresponding actions. At least two kinds of feedback can be expected from the output of actor. One is data feedback to data collector(s), which can be part of the input data for AI/ML model or help future training. The other one is feedback to model management blocks, i.e. the result of ‘eventual evaluation’, which is to be discussed in Section 2.4 too.
Based on the analysis above, we have the following proposal:
Proposal 3: For the AL/ML framework in air interface, at least the following functional blocks are included: model management, data collection, model training, AI/ML model and actor.

Reference AI/ML model
It is natural that 3GPP is not aiming at specifying the detailed structure of AI/ML model. This is not only to leave enough flexibility on realization, but also respect the fact that new/better AI/ML models are emerging rapidly. In RAN1#109-e, the following conclusion related to AI/ML model was achieved [3]:
	Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.


It was discussed whether a common reference AI/ML model can be studied for the purpose of calibration and/or performance comparison. Splitting views were observed among companies. The main drawbacks of defining a reference AI/ML model include over consuming of time and effort. Besides, without a common reference AI/ML model, companies can still design and propose their AI/ML algorithms, and evaluates the gain and cost based on the agreed metrics. 
Therefore, defining reference AI/ML model(s) may not be an urgent task at the early phase of this study. However, it is too early to conclude that a reference AI/ML model is completely useless. For example, a reference model may be useful for RAN4 to define the corresponding requirement(s). For another example, a reference model may be useful to explain the training strategies in different use cases.
Proposal 4: Further discuss the need of defining reference AI/ML model(s) in a later phase.

Collaboration between UE and network
As required by the SID, several collaboration levels between UE and gNB should be identified. According to the interaction degree between UE and gNB from view of signaling, three collaboration levels were agreed as Level x, Level y and Level z [3]. It is FFS the boundary between Level x and Level y, as well as whether finer levels can be introduced.
	Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1.	Level x: No collaboration
2.	Level y: Signaling-based collaboration without model transfer
3.	Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 


For Level x, it should be supported by current specification without any modification. For instance, a UE may utilize an AI/ML model to estimate the TOA and feedback to the network for positioning, without noticing the network the existence of the AI/ML model. The format of the feedback of AI/ML model should align the current report format. In other words, the existence of AI/ML model in one node can be totally transparent to the other node.
For Level y, signaling enhancement is required to support AI/ML-based approaches. The enhanced signaling/mechanism may be used for, e.g. data collection, model input, model activation/deactivation, but does not directly modifies the AI/ML model. For instance, a UE may implement an AI/ML model for beam management, in which the input of AI/ML model includes DL beam angle information of TRPs. Then, the network may provide the DL beam angle information to the UE via air interface, which is not supported by specification yet. Specification impact is expected to support Level y collaboration.
Proposal 5: Regarding the Level x-y boundary:
· Level x can be supported by current specification without any modification. The AI/ML model deployment in one node can be totally transparent to the other node. 
· Level y requires signaling enhancement and subsequently specification impact. The existence of AI/ML model in one node can be recognized by the other node.
Classifying collaborations from signaling point of view is of course reasonable, since signaling is the most representative characteristics in the air interface. Further, we should consider whether finer collaboration levels should be defined. One of the most critical dimensions is where AI/ML model resides, i.e. one-sided or two-sided model. 
In our view, differentiating one-sided or two-sided model is helpful in the discussion of several aspects, e.g. LCM, training and specification impact. For example, while a one-sided model may be simpler to trained and deployed, management of two-sided model can be much more challenging. The infrastructure for LCM needs to consider whether the models in different sides shall be updated simultaneously or in a sequential order. Also, training strategy of two-sided model should be more complicated, in which joint training and separate training are still under discussion. The corresponding specification can also be very different. If we do not distinguish the one-sided/two-sided model, the discussion of collaboration may be confusing, since very different behaviors can be classified in the same collaboration level.
We are open to introducing finer collaboration levels in Level y and Level z, i.e. Level y-1, Level y-2, Level z-1 and Level z-2. Table 1 summarizes the definition of each level and provides an example for each of them.
[bookmark: _Ref101209315]Table 1 Collaboration levels.
	Level
	Definition
	Example

	Level x
	Purely implementation-based. The deployment of AI/ML model is transparent to the other.
No collaboration is required.
	[image: ]
	The gNB resumes the channel using an AI/ML model via traditional CSI feedback.

	Level y-1
	AI/ML model is deployed in one side, and recognized by the other side.
Signals are exchanged to support the AI/ML-based approach but will not directly change the deployed model.
	[image: ]
	UE trains and deploys an AI/ML model to estimate the best DL beam from a large CSI-RS set, based on measuring a small set of CSI-RS configured by gNB.

	Level y-2
	AI/ML model is deployed in both sides, and recognized by each other.
Signals are exchanged to support the AI/ML-based approach but will not directly change the deployed model.
	[image: ]
	UE uses AI/ML model#1 to estimate the TOA based on AI-assisted information and feedback to the network.
Network use AI/ML model#2 to estimate the position of UE based on the reported TOA and other AI-assisted information.

	Level z-1
	AI/ML model is deployed in one side, and known by the other side.
Signals are exchanged to support the AI/ML-based approach, which may directly modify the deployed model.
	[image: ]
	UE implements an AI/ML model downloaded from gNB for DL beam prediction.

	Level z-2
	AI/ML model is deployed in both sides, and known by each other.
Signals are exchanged to support the AI/ML-based approach, which may directly modify the deployed model.
	[image: ]
	The UE compresses the CSI information based on AI/ML model#1 downloaded from gNB, while the gNB resumes the channel by AI/ML model#2 and the output of AI/ML model#1.


With the finer definitions above, we can discuss the collaboration levels more efficiently. 
Proposal 6: Consider defining collaboration levels as follows:
· Level x: No collaboration.
· Level y: Signaling-based collaboration without model transfer
· Level y-1: One-sided model deployed in either UE or network
· Level y-2: Two-sided model
· Level z: Signaling-based collaboration with model transfer
· Level z-1: One-sided model deployed in either UE or network
· Level z-2: Two-sided model

[bookmark: _Ref101208102]Common aspects of different use cases
Common evaluation methodology
The evaluation methodologies of the initial set of use cases, i.e. CSI feedback, beam management and positioning, are unsurprisingly different. For instance, the use case of CSI feedback may focus on channel compression and spectrum efficiency, while the use case of positioning may concern the positioning accuracy under different LOS/NLOS (e.g. InF-DH) assumptions. In last meeting, several evaluation methodologies for different use cases/sub use cases have been agreed. 
Besides, there may be common spirit of evaluation methodology among all use cases. When AI/ML-based approach is applied, some conventional functions of the wireless network will be replaced or enhanced. Meanwhile, output of AI/ML model can be achieved and evaluated from functional point of view. Such evaluation can be denoted as ‘intermediate evaluation’.  For example, intermediate evaluation may include: similarity between the resumed channel and the ideal channel, probability of selecting the Top-K best beam in beam management and correct rate of NLOS/LOS identification in positioning. Although in some specific (sub) use cases, there may be no intermediate result, e.g. fingerprinting positioning by AI/ML-based approaches.
Observation: Intermediate evaluation can be achievable based on the output of AI/ML model in many use cases, e.g., similarity between the resumed channel and the ideal channel, probability of selecting the best beam in beam management, correct rate of NLOS/LOS identification in positioning.
The output of AI/ML model will be subsequently utilized in signal processing procedure to acquire the final results. Once the signal processing procedure is finished, the final results are mostly evaluated by common KPIs of link-level or system-level performance, e.g. BLER, spectrum efficiency, throughput, or CDF of positioning accuracy. Such evaluation is typically based on wireless communication terminology, which can be denoted as ‘eventual evaluation’. Figure 2 shows the relationship between intermediate evaluation and eventual evaluation.  
[image: ]
[bookmark: _Ref100913545]Figure 2 Intermediate evaluation and Eventual evaluation.
For study purpose, both intermediate evaluation and eventual evaluation are considerable. First of all, eventual evaluation is basically from view of the performance of wireless communication system, which represents the attractiveness of the AI/ML-based approach to the network. Secondly, intermediate evaluation shows the effectiveness of the AI/ML-based approach compared to the conventional approach. Note that, intermediate evaluation could be very useful for model monitoring, since eventual evaluation is hard to achieve in real world, which may be affected by many aspects rather than AI/ML model in real world.
Proposal 7: For AI/ML-based approach evaluation, both intermediate evaluation and eventual evaluation are considerable.
· Intermediate evaluation can be used for model monitoring.

Common KPI for AI/ML-based approach
KPIs for both intermediate evaluation and eventual evaluation have been discussed and agreed in corresponding use cases. For example, it is agreed that the BLER or throughput/spectrum efficiency will be evaluated in the use case of CSI feedback, and the CDF of positioning error will be drawn in the use case of positioning. Besides the KPIs mentioned above, some AI-specific KPIs should be taken into consideration when applying AI/ML-based approaches in NR.
· Size of AI/ML model
With a specific structure, the performance of an AI/ML model heavily depends on the scale of AI/ML model. A larger size of AI/ML model is generally more powerful in addressing complex-non-linear issues by the cost of at least buffering size. Some typical AI/ML models in academic circle have more than 10 thousand parameters, leading to a size larger than million bytes. This may be a sensitive issue, especially when AI/ML model is deployed at UE side. 
With a limited storage in a node, the size of AI/ML model impacts the number of configured/deployed models at one time.
· Computation complexity & latency
AI/ML model inference is powered by computation capability. For example, it is widely assumed that such computation consumes the resource of XPU (e.g. NPU or GPU). In general, the required computation capability depends on the size of AI/ML model and latency requirement. For example, the stricter latency is required, the higher computation capability is needed. Such computation complexity should be carefully planned, since it brings not only computing burden, but also power consumption challenge on battery.
With a limited computation power in a node, the computation complexity impacts the number of activated model at one time.
· Generalization capability
Unlike conventional approaches, AI/ML-based approaches rely on data of training. Training data is collected from some specific scenarios, and thus an AI/ML model becomes more or less ‘scenario-based’. For an AI/ML model, generalization capability is constantly concerned. It is still unclear whether an AI/ML model can be trained in one scenario and deployed in another scenario with acceptable performance loss in wireless communication system. Another choice could be training the AI/ML model with data from multiplex scenarios/configurations, but performance loss may still be observed.
From view of implementation, generalization has impact on the periodicity of model training/update.
· Overhead of exchanging AI-specific signaling
For purely implementation-based AI/ML-based approaches (i.e. collaboration Level x), there is no overhead for exchanging AI-specific signaling. But in case the AI/ML model inference or AI/ML model training needs collaboration between UE and gNB (i.e. Level y or Level z), the overhead of exchanging AI-specific signaling may be non-negligible. The signaling may include not only communication-specific control information, but also parameters/hyper parameters for AI/ML model synchronization or update. 
In some use cases, e.g. CSI feedback, AI/ML model could be designed targeting at higher CSI compression rate. However, the trade-off between the overhead of AI-specific signaling and the reduced payload need to be carefully considered.
Note that the above AI-specific KPIs are common for the AI/ML-based approaches in different use cases. A common understanding on these KPIs is beneficial for leveraging the future study. 
Proposal 8: Consider the following common KPIs for AI/ML-based approaches: 
· Size of AI/ML model.
· Computation complexity & latency.
· Generalization capability.
· Overhead of exchanging AI-specific signalling.

[bookmark: _Ref101196363]Dataset
Dataset plays an important role in AI/ML-based approaches. The following agreement was reached in RAN1#109-e [3].
	Agreement
· Use 3gpp channel models (TR 38.901) as the baseline for evaluations.
· Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models


3GPP channel models are preferred by the group due to its high flexibility, completeness and availability. One significant advantage is that it can easily satisfy any required amount of data, as long as the dropping cases are sufficiently conducted. Another attractive merit is that there is no risk of privacy or legality issue. Comparing to field data, although the 3GPP data are generated by simulation, the models in TR 38.901 is based on statistic materials, which already reflects the real-world scenarios to some degree.
During the SI phase, it is expected to achieve some consensus based on the simulated data at the first stage (e.g. attainable gain, generalization performance). Meanwhile, the difference between field data and simulate data still exists. To confirm the effectiveness of AI/ML-based approaches in real world, using field data is the most direct choice. Hence, field data can be additionally considered in a later phase. How to guarantee the integrity, generalization and interpretability of field data should be further investigated.
Proposal 9: Field data can be additionally considered in a later phase of the study.
· How to guarantee the integrity, generalization and interpretability should be further investigated.

Life cycle management
Before deploying an AI/ML model, the model should be trained, validated and tested. Generally, from view of the instantaneity, two kinds of training strategies have been applied, i.e. online training and offline training. Online training is real-time or near-real-time, which leads to fast iteration of parameters in the AI/ML model. It is often used in application level to chase the variable user’s habits, or hot news feed. In some cases, e.g. lack of training label of a specific user, online training may be the only choice. Compared to online training, offline training is non-real-time. The training is at least batch-level, and allows more time for validation/test and determining whether the model needs update or not. The interaction between model training, data collection and model deployment is less frequent than online training.
In principle, whether online or offline training is adopted should be up to companies’ interest. But we think offline training is a suitable starting point. This is due to the fact that the scenario of AI/ML-based approach is unlikely to change vastly within a concerned duration. Online training can be further considered in some use cases, though we should aware that the cost of computation and information exchange will be increased. Whether this is a suitable trade-off needs to be carefully considered. 
Proposal 10: For AI/ML-based approach in air interface, use offline training as the starting point.
Once an AI/ML model is deployed, the model management block shall periodically monitor the validity of the AI/ML model. If the deployed AI/ML model is considered as invalid, different options can be considered:
· Update the activated AI/ML model to a new version by newly collected data, either online or offline. 
· Switch the activated AI/ML model to another one within the same family of models, if applicable.
· Go back to classical deterministic approach, as a fallback option.
The following figure illustrates the relationship of the above options.
[image: ]
Figure 3 Example of model management.
Proposal 11: When a deployed AI/ML model becomes invalid, the following options can be considered:
· Update the AI/ML model to a new version by newly collected data, either online or offline. 
· Switch the AI/ML model to another one within the same family of models, if applicable.
· Go back to classical deterministic approach, as a fallback option.
On air interface, how to judge the validity of AI/ML model is still unclear. Intuitively, the feedback from AI/ML model block and/or actor block should be taken into consideration. The criterion for validity may be different with different use cases. One potential way is to use the intermediate evaluation results as the criterion. In simulation, intermediate evaluation result may be easy to achieve, e.g., ideal channel/position can be achieved without much effort. But how to support the intermediate evaluation in reality should be further study. 
Proposal 12: Study the criterion for the validity of AI/ML model. 

UE capabilities
AI/ML-based approaches are data-driven and rely on huge computation power at least for training. In general, deploying AI/ML model at network side is simpler and promising. It can release the UE burden and ease the co-scheduling of AI/ML-based UEs and non-AI/ML-based UEs of gNB. However, deploying AI model at UE side is still possible, especially in the use case of CSI feedback. 
In case a UE supports AI/ML-based approaches, several levels of UE capabilities should be defined. The following aspects should be considered as a starting point:
· Storage/buffering size
All the AI/ML models at UE side share the storage of UE hardware. The capability of storage/buffering size may impact: (1) the number of AI models that can be supported/configured to the UE, and (2) the size of each AI model that can be supported/configured. 
· Computation power 
All the AI/ML models at UE side share the computation power of UE hardware. The capability of computation power may impact: (1) the number of simultaneous activated AI/ML models, and (2) the inferring/training latency subject to a specific size of AI/ML model.
· Capability of online training
Online training requires frequent update of deployed AI/ML model in real-time or near-real-time. This brings non-negligible burden to the UE in regard of computation and power consumption. It is more realistic to consider online training as an ‘optional capability’ for a UE supporting AI/ML-based approach.
· Capability of implementing downloaded AI/ML model 
Due to the higher requirement storage and computation, AI/ML-based approach may need more hardware optimization than usual. It is possible that a UE can only supports a proprietary model, but not the one downloaded from the network, even if the sizes and computation power between them are similar. Still, implementing downloaded AI/ML model from network may be important in some use cases, e.g. the network transfers an AI/ML-based encoder for CSI feedback to the UE to implement.
Although it may be a little too early to consider UE capability for now, we should keep it in mind throughout this study to strive for a practical AI/ML-based approach.
Proposal 13: For support of AI/ML, consider defining several levels of UE capabilities based on one or more following aspects:
· Storage.
· Computation power.
· Capability of online training.
· Capability of implementing downloaded AI/ML model.

Conclusion
In this contribution, we provide our views on general AI/ML framework for air interface. The observation and proposals are summarized as follows:
Observation: Intermediate evaluation can be achievable based on the output of AI/ML model in many use cases, e.g., similarity between the resumed channel and the ideal channel, probability of selecting the best beam in beam management, correct rate of NLOS/LOS identification in positioning.
Proposal 1: Capture the following definition in terminology list:
· Real-time training: AI/ML model is continuously trained and updated with per arrival of new data.
· Near-real-time training: AI/ML model is trained and updated regularly with new data, where the time interval between the arrival of new data and the update of AI/ML model is no larger than a certain threshold.
· Non-real-time training: AI/ML model is trained and updated based on the collected data in a non-real time manner.
Proposal 2: Capture the following definition in terminology list:
· Online training: An AI/ML model training process that is performed in the same node as model inference, based on newly-collected data in real-time or near-real-time.
· Offline training: An AI/ML model training process that is performed based on collected data in non-real-time, or in a different node from model inference.
Proposal 3: For the AL/ML framework in air interface, at least the following functional blocks are included: model management, data collection, model training, AI/ML model and actor.
Proposal 4: Further discuss the need of defining reference AI/ML model(s) in a later phase.
Proposal 5: Regarding the Level x-y boundary:
· Level x can be supported by current specification without any modification. The AI/ML model deployment in one node can be totally transparent to the other node. 
· Level y requires signaling enhancement and subsequently specification impact. The existence of AI/ML model in one node can be recognized by the other node.
Proposal 6: Consider defining collaboration levels as follows:
· Level x: No collaboration.
· Level y: Signaling-based collaboration without model transfer
· Level y-1: One-sided model deployed in either UE or network
· Level y-2: Two-sided model
· Level z: Signaling-based collaboration with model transfer
· Level z-1: One-sided model deployed in either UE or network
· Level z-2: Two-sided model
Proposal 7: For AI/ML-based approach evaluation, both intermediate evaluation and eventual evaluation are considerable.
· Intermediate evaluation can be used for model monitoring.
Proposal 8: Consider the following common KPIs for AI/ML-based approaches: 
· Size of AI/ML model.
· Computation complexity & latency.
· Generalization capability.
· Overhead of exchanging AI-specific signalling.
Proposal 9: Field data can be additionally considered in a later phase of the study.
· How to guarantee the integrity, generalization and interpretability should be further investigated.
Proposal 10: For AI/ML-based approach in air interface, use offline training as the starting point.
Proposal 11: When a deployed AI/ML model becomes invalid, the following options can be considered:
· Update the AI/ML model to a new version by newly collected data, either online or offline. 
· Switch the AI/ML model to another one within the same family of models, if applicable.
· Go back to classical deterministic approach, as a fallback option.
Proposal 12: Study the criterion for the validity of AI/ML model.
Proposal 13: For support of AI/ML, consider defining several levels of UE capabilities based on one or more following aspects:
· Storage.
· Computation power.
· Capability of online training.
· Capability of implementing downloaded AI/ML model.
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