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Introduction
[bookmark: _Hlk510705081]In RAN1 #109-e, some agreements with regards to the evaluation on AI/ML for positioning accuracy enhancement were achieved in [1] as the following.
	Agreement
For evaluation of InF-DH scenario, the parameters are modified from TR 38.857 Table 6.1-1.
· The parameters in the table are applicable to InF-DH at least. If another InF sub-scenario is prioritized in addition to InF-DH, some parameters in the table below may be updated.
Agreement
Companies are encouraged to provide evaluation results for:
· Direct AI/ML positioning
· Companies are encouraged to describe at least the following implementation details for the evaluation
· details of the channel observation used as the input of the AI/ML model inference (e.g., type and size of model input), model input acquisition and pre-processing
· AI/ML assisted positioning
· Companies are encouraged to describe at least the following implementation details for the evaluation
· details of the channel observation used as the input of the AI/ML model inference (e.g., type and size of model input), model input acquisition and pre-processing
· details of the output of the AI/ML model inference, how the AI/ML model output is used to obtain the UE’s location
Agreement
For evaluation of AI/ML based positioning, details of the training dataset generation are to be reported by proponent company. The report may include (in addition to other selected settings, if applicable):
· The size of training dataset, for example, the total number of UEs in the evaluation area for generating training dataset;
· The distribution of UE location for generating the training dataset may be one of the following:
· Option 1: grid distribution, i.e., one training data is collected at the center of one small square grid, where, for example, the width of the square grid can be 0.25/0.5/1.0 m.
· Option 2: uniform distribution, i.e., the UE location is randomly and uniformly distributed in the evaluation area. 


In our companion contribution [2], we have proposed the sub use case of LOS/NLOS identification for AI/ML based positioning accuracy enhancements. In this contribution, we present our views on evaluation methodology.
Evaluation methodology
Network synchronization
In real systems, hardware impairments are usually hard to avoid. Through actual field tests, we find that when the UE is fixed, the CSI received by the BS is usually unstable for a period of time. Figure 1 shows 1200 CIR amplitudes of during a continuous test lasting for 72 hours. In the test, the UE is fixed at a LOS propagation location and the test environment remains unchanged.
[image: ]
Figure 1 CIR amplitude of the continuous test for 72 hours
Taking the first CIR as the benchmark, the deviations of peak amplitude and delay of the remaining CIRs are shown in Figure 2 and Figure 3 separately.
           [image: ]    [image: ]    Figure 2 Deviation of peak amplitude          Figure 3 Deviation of delay
It can be seen that both the amplitude and delay of the CIR have shifted to a certain extent. Taking the LOS identification based on CIR amplitude as an example, when these 1200 CIR amplitudes are input to a trained network, the output of the network is found to be very unstable, as shown in Table 1.
Table 1 Statistics of network output based on original CIR input
	Actual number of LOS
	1200

	Number of LOS determined by a trained network
	996


It can be inferred from the table that the offset of CIR amplitude and delay will lead to different network output. Based on the above observations, we believe that it is necessary to include synchronization errors when constructing simulation data to more objectively evaluate the performance of AI/ML on localization enhancement.
Observation 1: When the UE position is fixed, hardware impairments will cause offset of CIR amplitude and delay.
Observation 2: The offset of CIR delay and amplitude caused by hardware impairments will lead to unstable network output.
Proposal 1: The channel modeling containing synchronization and amplitude errors shall should be employed for the evaluation of AI/ML-based positioning enhancement. 
· The network synchronization parameters in TR 38.857 Table 6.1 can be adopted. 
Dataset construction
When the channel model includes synchronization and amplitude errors, it can be concluded from the above analysis that only collecting one CSI measurement at a certain position is not enough for comprehensive evaluation on AI/ML for positioning accuracy enhancement. Therefore, regardless of the grid or uniform distribution of UE location, we propose to collect multiple CSI measurements in a single UE drop to cover as many cases as possible when generating training and inference datasets.
Proposal 2: When generating training and inference datasets, multiple CSI should be collected in a single UE drop.
Data pre-processing
In order to avoid the unstable network output caused by the unstable input mode as shown in Table 2, a pre-processing method can be adopted to make multiple CSI measurements with fixed UE position have relatively stable mode. The pre-processing method is shown in Figure 4.

[bookmark: _GoBack]
Figure 4 Flow of the pre-processing
Figure 5 shows the patterns of 1200 CSI in Figure 1 after the pre-processing described above.
[image: ]
Figure 5 CIR amplitude after pre-processing of the continuous test for 72 hours
Compared with Figure 1, the stability of the pre-processed CIR mode is significantly improved. When the pre-processed CIR is fed into the trained network, the network output is shown in Table 2.
Table 2 Statistics of network output based on pre-processed CIR input
	Actual number of LOS
	1200

	Number of LOS determined by a trained network
	1200


It can be seen that compared with Table 1, the stability of the network output is significantly improved.
Observation 3: When hardware impairments are unavoidable, to improve the output performance of the network, it is of great significance to pre-process CIR to maintain its mode stability.
Proposal 3: For AI/ML-based LOS/NLOS identification or fingerprint positioning evaluation, adopt the amplitude and TOF normalized CIR as the training inputs.
Conclusion
We made the following observations and proposal in this paper: 
Observation 1: When the UE position is fixed, hardware impairments will cause offset of CIR amplitude and delay.
Observation 2: The offset of CIR delay and amplitude caused by hardware impairments will lead to different network output results.
Proposal 1: The channel modelling containing synchronization and amplitude errors shall be employed for the evaluation of AI/ML-based positioning. 
· The network synchronization parameters in TR 38.857 Table 6.1 can be adopted. 
Proposal 2: When generating training and inference datasets, multiple CSI should be collected in a single UE drop.
Observation 3: When hardware impairments are unavoidable, to improve the output performance of the network, it is of great significance to pre-process CIR to maintain its mode stability.
Proposal 3: For AI/ML-based LOS/NLOS identification or fingerprint positioning evaluation, adopt the amplitude and TOF normalized CIR as the training inputs.
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