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Introduction
[bookmark: _Hlk101176897]AI/ML-based CSI feedback enhancement is one of the use cases in this study item. In the previous RAN WG1 109-e meeting, spatial-frequency domain CSI compression using two-sided AI/ML model (depicted in Fig. 1) is selected as one representative sub-use case. The baseline of EVM is discussed, and some of the simulation parameters are agreed [1]. In this contribution, we present the evaluation results according to the baseline EVM, and our proposals on KPI selection.
Agreement 
For the evaluation of the AI/ML based CSI compression sub use cases, a two-sided model is considered as a starting point, including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information.
· At least for inference, the CSI generation part is located at the UE side, and the CSI reconstruction part is located at the gNB side.
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Fig. 1: The two-sided AI/ML model [1].

Evaluation Methodology
2.1 Intermediate KPIs
[bookmark: _Hlk111213173]It is agreed in the RAN WG1 109-e meeting that intermediate KPIs of generalized cosine similarity (GCS)/ squared GCS (SGCS) and/or normalized mean-squared error (NMSE) are taken as part of the evaluation metrics to evaluate the accuracy of the AI/ML output CSI. However, the issues of whether GCS or SGCS should be adopted, and how to calculate the GCS/SGCS for rank>1 is left as FFS. In this subsection, we show our views on these two issues.


Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, as a starting point, take the intermediate KPIs of GCS/SGCS and/or NMSE as part of the ‘Evaluation Metric’ to evaluate the accuracy of the AI/ML output CSI
· For GCS/SGCS, 
FFS: how to calculate GCS/SGCS for rank>1
FFS: whether GCS or SGCS is adopted
· FFS other metrics, e.g., equivalent MSE, received SNR, or numerical spectral efficiency gap.

We first study whether GCS or SGCS should be adopted. The GCS is defined as

while the SGCS is defined as

The additional square operation in SGCS, compared to GCS, may be useful to avoid the cancellation of the cosine similarity among resource units, if the inner products  are real and of different signs, . However, since the norm operator is applied to the inner products , which gives nonnegative numbers, the benefits of the SGCS disappear, and the additional squared operation becomes unnecessary. Although the SGCS may exaggerate the difference between two vectors because of the squared operation, it is not a crucial feature because the scaling is well specified once a metric is defined. As a result, we prefer the GCS formula in its original form to the SGCS.
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the GCS/SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, companies to report the GCS/SGCS calculation/extension methods, including:
· Method 1: Average over all layers
Note:  is the eigenvector of the target CSI at resource unit i and K is the rank. is the  output vector of the output CSI of resource unit i.  is the total number of resource units.  denotes the average operation over multiple samples.

· Method 2: Weighted average over all layers
                      Note: Companies to report the formula (e.g., whether normalization is applied for eigenvalues)
· Method 3: GCS/SGCS is separately calculated for each layer (e.g., for K layers, K GCS/SGCS values are derived respectively, and comparison is performed per layer)
· Other methods are not precluded
· FFS: Further down-selection among the above options or take one/a subset of the above methods as baseline(s).

In the scenario when the rank of a channel matrix is larger than 1, our view is that the normalized weighted GCS

should be chosen as the intermediate KPI. The GCS should be weighted by the eigenvalues because the eigenvectors associated to larger eigenvalues contribute more to the channel matrix than those associated with the smaller ones. In addition, the normalization needs to be performed for the reason that the channel may not be properly normalized because of the estimation error in realistic channel estimation. As a result, we have the following proposal.
Proposal-1: The KPI for the intermediate evaluation on AI/ML model performance for CSI feedback enhancement is the generalized cosine similarity (GCS).
· When the rank of the channel matrix is 1, the GCS is

· When the rank of the channel matrix larger than 1, the normalized weighted GCS is preferred

where  is the -th eigenvalue of the squared matrix  at resource unit . The vector  is the eigenvector associated with the eigenvalue , , and . The matrix  is the channel matrix, and the superscript  is the Hermitian operator. The vector  is the reconstruction of the compressed .
The baseline vector in the GCS formula should be carefully chosen. One option is to use the vectors from the ideal noiseless channel matrix. The other is to use the noisy ones. Our view is that the ideal vectors should be used. The reason is that noise reduction is anticipated as one of the benefits of the AI/ML-based approach. As a result, we have the following proposal.
Proposal-2: The vectors from the ideal channel matrix should be used in the calculation of the GCS.
2.2 The AI/ML Models
It is agreed in [1] that companies are encouraged to report the details of their models. In this subsection, we present the structure of the AI/ML model we use.
Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, companies are encouraged to report the details of their models, including:
· The structure of the AI/ML model, e.g., type (CNN, RNN, Transformer, Inception, …), the number of layers, branches, real valued or complex valued parameters, etc.
· The input CSI type, e.g., raw channel matrix estimated by UE, eigenvector(s) of the raw channel matrix estimated by UE, etc.
FFS: the input CSI is obtained from the channel with or without analog BF
· The output CSI type, e.g., channel matrix, eigenvector(s), etc.
· Data pre-processing/post-processing
· Loss function
· Others are not precluded

The AI/ML in CSI generation part is a 6-layer neural network. It is composed by the convolution, batch-norm, and fully-connected feedforward neural network, which is used to extract the characteristic of data. It is followed by a vector quantizer to approximate the resulting vector. A relatively more involved AI/ML structure, namely a 17-layer neural network, is used in the CSI reconstruction part. In particular, the CSI reconstruction part is composed by a stack of CRBlock, which is of a multi-path network structure. The computational complexity is 72.05M FLOPs. More details of the AI/ML model used are presented in Table 1.
Table 1. The details of the AI/ML models.
	Parameters
	Values

	AI/ML model type
	Autoencoder

	The number of layers
	6-layer @ UE, 17-layer @ gNB

	Input CSI type
	Raw channel matrix estimated by UE

	Output CSI type
	Channel matrix

	Data pre-processing/post-processing
	N.A.

	Loss function
	NMSE




Evaluation Results
Both link-level (LLS) and system-level simulations (SLS) are performed according to the EVM agreed in the RAN WG1 109-e meeting [1].
3.1 Link-Level Simulations
We perform link-level simulations (LLS). In particular, CDL channels are studied. We denote CDL-C-- as a CDL-C channel with delay spread  and Doppler shift  in this contribution.

The input of the AI/ML-based CSI generation part is the raw channel matrix from realistic channel estimation. The output of the AI/ML-based CSI reconstruction part is the recovered channel matrix. The singular value decomposition is performed to both the raw and recovered channel matrices, and the GCS of the right singular vectors of those two matrices are computed according to the formulae presented in Proposal-1. We assume fixed rank, and no rank adaptation is performed. The simulation parameters are summarized in Table 2.
Table 2. Simulation parameters (link-level simulation).
	Parameter
	Value


	Duplex, Waveform
	FDD, OFDM 

	BS Antenna Element Number (
	32: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	UE Antenna Element Number ()
	4: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	UE Speed
	3 km/h

	Channel Estimation
	Realistic Channel Estimation

	Rank per UE
	1,2,3,4

	SNR
	10 dB

	Channel Model
	CDL-C

	Data size
	80000 for training, 4000 for testing.

	Bandwidth
	10 MHz

	RB Number
	52
	24

	Sub-Band Number
	26
	12

	Carrier Frequency
	2 GHz
	4 GHz

	Sub-Carrier Spacing
	15 KHz
	30 KHz

	Delay Spread
	30 ns
	300 ns
	30 ns
	300 ns



For CSI compression, the performance of the two-sided AI/ML model and the legacy Rel-16 type II codebook is shown in Fig. 2. The rank of the channel matrix is 1. We have the following observation.
Observation-1: Compared to the legacy Rel-16 type II codebook, up to 22% gain can be achieved by the two-sided AI/ML approach in terms of the GCS, with the same overhead required.
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(a) 
Fig. 2: The comparison of performances of the legacy Rel-16 type II codebook and the two-sided AI/ML approach in CSI feedback enhancement by LLS. The rank of the channel matrix is 1. The KPI is the generalized cosine similarity.
Figs. 3—5 present the performance of this sub-use case for the scenarios when the rank of the channel matrix is 2, 3, 4, respectively. There are two KPIs used for the purpose of evaluation, i.e., the GCS and the normalized weighted GCS as proposed in Proposal-1. We have the following observations for the GCS and its normalized weighted form.
Observation-2: The normalized weighted GCS gives a larger number than the GCS.
Observation-3: The GCS decreases as the rank of the channel matrix increases.
It is observed that the value of GCS decreases as the rank of the channel matrix increases. By using the normalized weighted GCS proposed in Proposal-1, the values look consistent with the GCS obtained in the case of rank=1.

Observation-4: Instead of averaging over ranks evenly in the GCS formula, the stronger ranks whose GCS are larger are more heavily weighted than the weaker ranks in the normalized weighted GCS.
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(b) 
Fig. 3: The comparison of performances of the legacy Rel-16 type II codebook and the two-sided AI/ML approach in CSI feedback enhancement by LLS. The rank of the channel matrix is 2. The KPI is the generalized cosine similarity and its normalized form.
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(c) 
Fig. 4: The comparison of performances of the legacy Rel-16 type II codebook and the two-sided AI/ML approach in CSI feedback enhancement by LLS. The rank of the channel matrix is 3. The KPI is the generalized cosine similarity and its normalized form.
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(d) 
Fig. 5: The comparison of performances of the legacy Rel-16 type II codebook and the two-sided AI/ML approach in CSI feedback enhancement by LLS. The rank of the channel matrix is 4. The KPI is the generalized cosine similarity and its normalized form.
3.2 System-Level Simulations
The parameters for our SLS are summarized in Table 3.
Table 3. Simulation parameters (system-level simulation).
	Parameter
	Value


	Duplex, Waveform
	FDD, OFDM 

	BS Antenna Element Number (
	32: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.5)λ

	UE Antenna Element Number ()
	2: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ

	UE Speed
	3 km/h (80%), 30 km/h (20%)

	Channel Estimation
	Ideal Channel Estimation

	Rank per UE
	1

	Bandwidth
	20 MHz

	Carrier Frequency
	4 GHz

	Sub-Carrier Spacing
	30 KHz

	RB Number
	51

	Sub-Band Number
	13



The gain of using the AI/ML approach over the legacy Rel-16 type II codebook method is presented in Fig. 6. Both the results in LLS and SLS are shown, and they are consistent.
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Fig. 6. The gain of using the AI/ML approach over the legacy Rel-16 type II codebook method.
Conclusions
Observation-1: Compared to the legacy Rel-16 type II codebook, up to 22% gain can be achieved by the two-sided AI/ML approach in terms of the GCS, with the same overhead required.

Observation-2: The normalized weighted GCS gives a larger number than the GCS.
Observation-3: The GCS decreases as the rank of the channel matrix increases.

Observation-4: Instead of averaging over ranks evenly in the GCS formula, the stronger ranks whose GCS are larger are more heavily weighted than the weaker ranks in the normalized weighted GCS.
Proposal-1: The KPI for the intermediate evaluation on AI/ML model performance for CSI feedback enhancement is the generalized cosine similarity (GCS).
· When the rank of the channel matrix is 1, the GCS is

· When the rank of the channel matrix larger than 1, the normalized weighted GCS is preferred

where  is the -th eigenvalue of the squared matrix  at resource unit . The vector  is the eigenvector associated with the eigenvalue , , and . The matrix  is the channel matrix, and the superscript  is the Hermitian operator. The vector  is the reconstruction of the compressed .
Proposal-2: The vectors from the ideal channel matrix should be used in the calculation of the GCS.
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