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Introduction
In RAN#94e, AI/ML for air interface has been approved as a study item (SI) of Rel-18 [1]. The goal of this SI is to identify a common AI/ML framework through use cases studies, which could be used in subsequent releases of 5G-Advanced, and could be regarded as guidance for applying AI/ML to 6G air interface.

In RAN1#109e, general aspects including terminologies, collaboration levels, defining stages, and life cycle management (LCM) of AI/ML for air interface were discussed. Several high-level agreements on the working list of terminologies for this SI, network-UE collaboration levels and channel models for evaluations were achieved [2].

In this contribution, we give further discussions on several general aspects of AI/ML framework, with the focus on functional framework and LCM of AI/ML model.

Functional framework and LCM
[bookmark: _Ref228947482]According to the discussions in RAN1#109e, a common understanding among companies is to take the framework defined in TR37.817 [3] as the starting point of the functional framework of AI/ML for air interface. As shown in Fig-1, the framework defined in RAN3 includes several functional blocks, such as data collection, model training and model inference. These three basic blocks can be reused in RAN1 as well. But it seems unnecessary to have the “actor” for air interface procedures. 


Fig-1. Functional Framework for RAN Intelligence (TR 37.817)

In the previous meeting, there were agreed terminologies [4] on the structures of AI/ML models regarding where the inference is performed. For a one-sided model, it is featured that the inference is performed entirely at the UE or at the network. The RAN3 framework may be able to cover most of the functions, as well as the interfaces between functions of a one-sided model. While for a two-sided model, one part of the model resides at the UE side, and the other part of the model resides at the network side. Joint inference between these two parts crossing the air interface cannot be reflected by this framework. The joint interactions over the air bring big challenges to the RAN1 design. With these considerations, a new framework capable of covering the unique features of a two-sided model should be studied.  

	Working Assumption 

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	[bookmark: _Hlk110837386]An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	…
	…






Besides model inference, there are big differences between two-sided model and one-sided model in other lift cycle stages such as model transfer, model training, model monitoring and model update. For example, joint training is needed and is challengeable to a two-sided model, but it is not an issue to a one-sided model. Therefore, the functional framework and LCM for AI/ML for air interface can be separately studied with respect to one-sided model or two-sided model.      

Proposal 1: two types of functional framework and LCM can be studied separately:
· Framework and LCM for one-sided model.
· Framework and LCM for two-sided model.

The one-sided model can be further classified as UE-side model and network-side model, based on where the AI/ML model inference is performed. For one (sub) use case, a functionality can be realized either by a UE-side model or by a network-side model, however, the complexity and STD impacts are different. Take spatial domain beam prediction as an example, the differences between UE-side model and network-side model can be observed in Table-1.

Table-1. Differences between network-side model and UE-side model.
	
	Configurations
	RSRP report
	Awareness to counter part
	STD impacts

	Network-side model
	Legacy method w/ or w/o new configuration
	Legacy method w/ or w/o assistance information
	Transparent or configuration based
	No, or less

	UE-side model
	New configuration  
	Legacy method with new signaling
	awareness
	big



For a network-side model, it can configure CSI-RS resource with sparse pattern to a UE and ask the UE to make a RSRP report with legacy method. The model at network side will do spatial domain prediction with the reported RSRPs and generate additional RSRP estimations corresponding to non-configured CSI-RS resource. Such kind of AI/ML processing can be transparent to UE side. Here, the assistance information from UE side may bring further gain if it is available to the network-side model. While for the UE-side model, signaling to inform network to configure sparce CSI-RS pattern is needed at least. How the UE reports the predicted RSRPs of non-configured CSI-RSs should also be studied. Such new requests for supporting the model will bring clear STD impacts on CSI measurements and reports. 

Besides model inferences, obvious difference can be found in other life cycle stages of a network-side model and those of a UE-side model. For network-side model, its training and update can be taken as implementation issues; while for UE-side model, network-controlled model training and update might be in need to be considered and studied.

Therefore, the study of framework and LCM for one-sided model can be further classified into two categories: network-side model and UE-side model.

Proposal 2: The study on functional framework/LCM for one-sided model can be classified into two sub-categories:
· Framework and LCM for network-side model
· Framework and LCM for UE-side model

Since the discussions on functional framework and LCM are closely coupled, to avoid redundancy, it would be better to put the relevant discussions together per (sub)category, and not explicitly differentiate whether it is for framework or LCM. 

Proposal 3: Considering that the framework and LCM are categorized in the same way, and the fact that there are many overlapping discussions in-between, it is suggested that:
· Functional framework and LCM can be studied together

In the previous meeting, the issue of framework and LCM has been categorized into sub-issues from various perspectives, such as data collection, model development, model inference, model transfer, model monitoring, model training and model updates and so on [4]. In the following subsections, we share our views on the critical issues of model inference, model monitoring and model training, in terms of UE-side model, network-side model and two-sided model respectively. 
Functional framework and LCM for UE-side model
[image: ]
Fig-2. Framework/LCM for UE-side model

The general framework and LCM for UE-side model is shown in Fig-2.
Model inference:
As the description for the sub use case of spatial domain beam prediction, for a UE-side model, a configuration to indicate beam pattern before and after the prediction is needed for the ML model to do the extrapolation like processing. Such kind of ML-specific configuration is usually needed to enable the ML functions and benefits over conventional methods. Besides, ML-specific reporting is a straightforward consequence of reporting the predicted RSRPs. 

Other interaction-related signals for model inference may also be needed based on the functional request of a (sub) use case. 
Model monitoring:
One of the purposes to have model monitoring is to switch between AI/ML method and legacy method, or to switch between different models with the same functions, when the model in use cannot provide satisfied performance. Usually, the output of the model is a kind of report from UE to gNB, such as CSI report, it is difficult to have a ground truth reference or label to measure its correctness. If we use HARQ ACK/NACK as the probe to monitor the model, the results would be contaminated by many factors and thus inaccurate.

For positioning, to have a grand truth label is somehow like reverse the cause and effect, since the absolute correct location of the UE is unavailable. In fact, this is the reason that we do positioning. Therefore, there is a need to study how to have label for model monitor.

Upon monitoring status, network-controlled model-switching mechanism or UE-based model-switching mechanism can be studied.
Model training 
Offline training and model development is the basic assumption of a UE-side model. The data collection and training of the UE-side model can be done by OTT server. A modem chipset might be capable of updating its model through downloading a new release from an OTT server. But this kind of software-like update is unlikely to be a frequent event, and thus cannot be a channel-adaptable solution. Meanwhile, relevant procedures are out of the scope of 3GPP. 

On the other hand, supporting online training and model update is desirable to a ML-capable UE with the consideration of its mobility. It means the UE-side model can be shapable to the dynamic channel timely. If large scale update to a UE-side model is constrained by UE’s hardware, online finetuning can be considered as the way to generate the channel-adaptable ML model. 

To conduct a finetuning procedure over air interface, we should evaluate both the gain and the overhead. Similar to the model monitoring procedure, labeling for finetuning should be studied as well. 

Proposal 4: For UE-side models, the following aspects are suggested to be studied:
· Model inference: ML-specific configurations and reporting,
· Model monitoring: monitoring probe or label, network-controlled model-switching mechanism or UE-based model-switching mechanism
· Model training: label or label signal for model training-related and finetuning-related issues: performance gain, signalling and procedure, overhead of training over air interface.

Functional framework and LCM for network-side models
[image: ]
Fig-3. Framework/LCM for network-side model

The general framework and LCM for network-side model is shown in Fig-3.
Model inference: 
Compared with UE-side model, network-side model is lack of standard impacts. Legacy configuration method seems enough to its inference. Besides legacy inputs, additional assistance signal or information is usually able to offer further gain. For example, in the use case of spatial-domain beam prediction, the time cost for beam selection can be reduced with the help of the receiving beamforming information of UE side.  
Model monitoring:
If the monitoring is done by gNB itself, it is an implementation issue. But if the performance detection is done by UE side, the signal as the probe or label should be clarified and studied. Also, the switch of the network-side model can be transparent to UE side. It may not be necessary to be studied in this sense. 
Model training 
Network-side model has big advantages in data collection and model training over UE-side model. The data collected from all UEs served by a gNB can be used for its model training. Meanwhile, the environment and the surroundings under the coverage of the gNB is unchanged or unnoticeably changed for a long time. Consequently, the network-side model can learn the radio scenario of its coverage and shape its model to match the radio features surrounding this gNB, and thus can provide further gain from the learnings of data. If the features of radio link between gNB and UEs cannot obey similar distributions, a gNB may store multiple network-side models in its model library, and use model selection to find the suitable model for a UE or for a group of UEs. In this sense, both cell-specific network-side model and UE(group)-specific network-side model are worth studied.   

A network-side model may be downloaded from a 5GC network entity. A gNB can also share its models in the 5GC. The relevant procedure may be out of the scope of the focus on air interface of this SI. 

Proposal 5: For network-side model, the following aspects are suggested to be studied:
· Model inference: assistance information and signal to provide further gain of a network-side model.
· Model monitoring: monitoring probe or label in the case of monitoring by UE. 
· Model training: differences between using cell-specific model and UE/UE group-specific model.
· Additional signalling and procedures for model selection.
Functional framework and LCM for two-side models

[image: ]
Fig-4. Framework/LCM of two-sided model

The general framework and LCM for two-sided model is shown in Fig-4.
Model inference: 
For a two-sided model, a partial model deployed at UE side operates with a paired partial model at gNB side. The output of the model inference at UE side is the same as the input of the model inference at gNB side. A typical use case of the two-sided model is CSI compression, in which there is an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information.

Since only paired model parts can work together, joint interactions are needed to align the model operations of UE side and gNB side. The interaction-related signaling is unique for the two-sided model.
Model monitoring:
It can be done either at UE side or at gNB side. The challenge still lies in monitoring probe or label. In CSI compression, for a gNB-based monitoring, it is possible to feedback the input channel eigenvector from UE to gNB via high resolution quantization bits. With the feedback, gNB can compare it with its model output. But the cost of this HiFi feedback will reduce the gain of this use case. Its feasibility needs to be evaluated.  Besides, the activation/deactivation need more considerations to align the operations cross the air.
Model training:
Either in inference stage or in training stage, the two-sided model is jointly operated. For both online training and offline training, the two paired parts of a two-sided model should be trained together. Thus, a multi-vendor collaboration framework needs to be studied to enable joint training between UE vendor and network vendor, as some companies proposed in the previous meeting. 

One solution to avoid the need of joint training is model transferring. For instance, network side can deploy the partial model of a two-sided model and transfer its paired model part to UE side. Then, the training method can be taken as an implementation issue and no need to be studied in this SI. The concerns to this solution are from two aspects. One is that a transferred model delivered from network may not be able to be deployed and run in a specific UE hardware. Besides, AI/ML model is proprietary, which may disable the possibility of model transferring between vendors.

Comparatively, independent training is more attractive. The key issue to enable independent training is to decouple the necessity of joint interactions between two model parts during a training procedure. Back to AI auto encoder, the output of AI encoder is the input of AI decoder. Using common dataset as the input and output might be the way to separate the one training procedure into two independent training procedures. The procedure and signaling in detail are for further study. 
 
Proposal 6: For two-side model, the following aspects are suggested to be studied:
· Model inference: joint interaction signaling to align the model operations of UE side and gNB side. 
· Assistance information and signal to offer further gain of a network-side model.
· Model monitoring: monitoring probe or label for either monitoring at UE or monitoring at gNB.
· Activation/deactivation with aligned operations cross the air.
· Model training: multi-vendor collaboration framework and methods to enable independent training, such as common-dataset-based method

Conclusions
Proposal 1: two types of functional framework and LCM can be studied separately:
· Framework and LCM for one-sided model.
· Framework and LCM for two-sided model.

Proposal 2: The study on functional framework/LCM for one-sided model can be classified into two sub-categories:
· Framework and LCM for network-side model
· Framework and LCM for UE-side model

Proposal 3: Considering that the framework and LCM are categorized in the same way, and the fact that there are many overlapping discussions in-between, it is suggested that:
· Functional framework and LCM can be studied together

Proposal 4: For UE-side models, the following aspects are suggested to be studied:
· Model inference: ML-specific configurations and reporting,
· Model monitoring: monitoring probe or label, network-controlled model-switching mechanism or UE-based model-switching mechanism
· Model training: label or label signal for model training-related and finetuning-related issues: performance gain, signalling and procedure, overhead of training over air interface.

Proposal 5: For network-side model, the following aspects are suggested to be studied:
· Model inference: assistance information and signal to provide further gain of a network-side model.
· Model monitoring: monitoring probe or label in the case of monitoring by UE. 
· Model training: differences between using cell-specific model and UE/UE group-specific model.
· Additional signalling and procedures for model selection.

Proposal 6: For two-side model, the following aspects are suggested to be studied:
· Model inference: joint interaction signaling to align the model operations of UE side and gNB side. 
· Assistance information and signal to offer further gain of a network-side model.
· Model monitoring: monitoring probe or label for either monitoring at UE or monitoring at gNB.
· Activation/deactivation with aligned operations cross the air.
· Model training: multi-vendor collaboration framework and methods to enable independent training, such as common-dataset-based method
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