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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Ref129681832]In RAN1#109e, companies reached some agreements related to other aspects of AI/ML for beam management. One agreement is regarding sub-use cases:
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range
As indicated above, both spatial-domain DL beam prediction (BM-Case1) and temporal DL beam prediction (BM-Case2) sub-use cases are to be supported as part of AI/ML for beam management use case.
Following agreements and conclusions were extracted from the chair’s notes [1] and feature lead’s summary of discussions [2] regarding other aspects of AI/ML for beam management. 
Agreement:
· Regarding the sub use case BM-Case2, the measurement results of K (K>=1) latest measurement instances are used for AI/ML model input:
· The value of K is up to companies
· Regarding the sub use case BM-Case2, AI/ML model output should be F predictions for F future time instances, where each prediction is for each time instance. 
· At least F = 1
· The other value(s) of F is up to companies.
· For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side
· For the sub use case BM-Case2, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side


Conclusion:
· For the sub use case BM-Case1, consider the following alternatives for further study:
· Alt.1: Set B is a subset of Set A
· FFS: the number of beams in Set A and B
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.2: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· FFS: the number of beams in Set A and B
· FFS: QCL relation between beams in Set A and beams in Set B
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The narrow and wide beam terminology is for SI discussion only and have no specification impact
· Note3: The codebook constructions of Set A and Set B can be clarified by the companies
· Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.
· For the sub use case BM-Case2, further study the following alternatives with potential down-selection:
· Alt.1: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· FFS: QCL relation between beams in Set A and beams in Set B
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.3: Set A and Set B are the same
· Note1: Predicted beam(s) are selected from Set A and measured beams used as input are selected from Set B.
· Note2: It is up to companies to provide other alternative(s)
· Note3: The narrow and wide beam terminology is for SI discussion only and have no specification impact
· Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx  beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.

In this contribution, we further discuss aspects related to AI/ML based beam management other than evaluation methodology/EVM.

AI/ML based beam management: other aspects to be considered 
 Data and model training/testing related
· Online and offline
For offline training, supervised learning approach is a typical example, in which training data is accumulated over a period of time and the AI/ML model is then trained using this accumulated data in batches. Once the AI/ML model is trained, validated, and tested, it can be deployed or activated to perform inference using newly collected data, and subsequent decision or procedure may leverage the inference results. 
Different from offline training, online training approach is often leveraged when learning environments are dynamic and can change from time to time. Online learning methods are therefore used when algorithms need to dynamically adapt to new patterns in data. Another popular scenario that leverages online learning approach is when there is no labelled data available (or too costly to collect in advance) to train the AI/ML model via supervised learning approach. A good example of such is online reinforcement learning, in which the agent interacts with an environment and gathers data, using its current policy and some exploration scheme to explore the state-action space and find higher-reward areas.
Given the fundamental differences between the offline and online training like training data collection, interaction with the environment and the associated frequency required for feedback/reward, which involves information exchanges (some of which may be considered as overhead) and many others, the corresponding standards impact may also be very different between the two.   
During RAN1#109e, many companies have brought up the standards impacts related to whether AI/ML model is trained offline or online, however, this discussion was deferred as the discussion regarding the definitions of offline and online trainings are still being discussed under agenda 9.2.1. We feel this topic should be picked up and discussed in RAN1#110 meeting as online learning approach may be more adaptive for beam management given the dynamic nature of propagation environment due to UE mobility/velocity, clutters (which changes LOS/NLOS condition quickly), etc.  
Observation 1: Given the dynamic nature in the propagation environment, online (reinforcement) learning may be a good alternative for AI/ML-based beam management in addition to offline learning approach like supervised learning.
Proposal 1: Study the standards impact, and pros and cons associated with both offline learning and online learning for AI/ML-based beam management.
Note: The definitions for offline learning and online learning are still being discussed under AI 9.2.1. The term “offline learning” in the proposal refers to supervised learning and “online learning” refers to reinforcement learning. 
· Input and output: 
Input and output are essential for AI/ML model training/inference and the attributes/features for training the AI/ML model need to be available at the entity that performs the training function. Same set of attributes are typically required during the model inference phase. Typically, features selected as input to AI/ML model are considered implementation dependent and proprietary. Even though the result from the AI/ML-based approach is expected to be known by the user of the model, the exact output of the AI/ML model is not necessary to be fixed as long as the expected result can be derived either directly from the model output or calculated using the model output.
However, for study purpose, we feel it is more convenient to carry out the discussions when the potential input/output of the AI/ML model can be at least described or specified while the format, shape may not be critical, unless there is standards impact associated with such information. Similarly, it is more convenient for discussion purpose to at least specify potential assistance attributes that are used as input to the AI/ML model, particular for those that have standards impact, e.g., need to be shared/collected from the UE while the model training/inference is performed at gNB side while the exact format/shape and those internal attributes may not need to be revealed by companies.     
Observation 2: Input and output are essential parts of AI/ML model training/inference. It is convenient to carry out the use case discussion if the potential main input and output options are shared among companies while the details like format, shape may be considered as implementation dependent.  
Proposal 2: Unless there is specification impact, the exact input and output for the AI/ML model (e.g., format, shape) should not be fixed or specified while potential input/output options may be discussed/shared for (sub) use case discussion purpose.

Potential standards impact 
As agreed in RAN1#109e, both AI/ML inference at NW side and AI/ML inference at UE side are considered and required further studies. Standards impacts may be different between the two even though there are also some common parts, thus, both alternatives must be considered when discussing potential specification impact. 
At high-level, potential standards impact may involve the following areas: 
· New or enhanced protocol(s)/mechanism(s) to support collecting model training data
· Depending on the input features used and performance benefit, discuss the need for sharing Rx beam ID or beam angle information if deployment scenario is network side AI/ML model training and inference. 
· New or enhanced protocol(s)/mechanism(s) to support AI/ML model inference
· New or enhanced protocols/mechanisms to facilitate AI/ML model life cycle management (LCM may be sub-use case dependent and may also be different for NW vs. UE side model training/inference deployment scenarios)
· Performance monitoring
· Model update/retraining
· Model configuration / selection 
· Others
· AI/ML related UE capability reporting
Potential standards impact and considerations for spatial-domain beam prediction
As discussed in our contribution for spatial-domain beam prediction [3], potential standards impact may include the following aspects:
· AI/ML model training phase
· Input (L1-RSRP) data collection
· Using a subset of beam pairs (Set B) to predicting Top-1/K beam pairs (among Set A) at network side, gNB needs to be able to map the received L1-RSRPs to the correct Tx-Rx beam pairs either directly or indirectly.
· Related measurement collection mechanism needs to be enhanced to enable gNB to derive the mapping between received L1-RSRP and corresponding Tx-Rx beam pair.
· Assistance attribute(s) collection
· Using assistance attributes like Rx beam angles has shown to improve spatial-domain beam prediction performance [3]. In the case that AI/ML-base beam prediction in spatial domain is trained and deployed on gNB, Rx beam angles need to be shared by the UEs.
· Existing mechanism needs to be enhanced to collect/report assistance attributes (like Rx beam angles, UE position, etc.) that are needed for model training and model inference at least. 
· AI/ML model inference phase
· Input (L1-RSRP) and assistance attributes required as input to the AI/ML model for spatial-beam prediction in the inference phase are the same as in the training phase.
· AI/ML model selection / configuration 
· Dependent on deployment scenario and UE capability, multiple AI/ML models may be used to support different scenarios. In this case, information like UE capability and/or other attributes like mobility may be used in selecting the AI/ML model. 
· Model switching / configuration may be required after scenario identification procedure.

Observation 3: For BM-Case1, considering Alt.1 in which Set B is a subset of Set A and the prediction result is Top-K beam pairs, there is a need to map L1-RSRPs to the correct Tx-Rx beam pairs either directly or indirectly for training and inference purpose.
Observation 4: For BM-Case1, considering Alt.1 in which Set B is a subset of Set A and assistance attributes like Tx/Rx beam angles are used as input to the network side AI/ML model, there is a need for gNB to collect such attributes for training and inference purpose.
Observation 5: In the scenario that multiple AI/ML models for beam management are trained and deployed (each may be targeted for a given scenario or scenario family), model selection (based on network and/or UE scenario/capability) and model configuration/switching (including activation, deactivation) may be needed to support various scenarios.
Proposal 3: Regarding BM-Case1, when Set B is a subset of Set A, study the standards impact to enable gNB to map the received L1-RSRP measurements to the corresponding Tx-Rx beam pairs.
Proposal 4: Regarding BM-Case1, when Set B is a subset of Set A, study the standards impact to enable gNB to collect assistance attributes that are needed for model training and model inference.
Proposal 5: Regarding AI/ML-based beam management, study the standards impact, including AI/ML related UE capability reporting, related to AI/ML model selection/configuration (like activation/deactivation) in case multiple trained AI/ML models are deployed.
 
 Conclusions
In this contribution, we discussed aspects related to AI/ML-based beam management use case other than EVM; our observations and proposals are as follows.
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Observation 1: Given the dynamic nature in the propagation environment, online (reinforcement) learning may be a good alternative for AI/ML-based beam management in addition to offline learning approach like supervised learning.
Observation 2: Input and output are essential parts of AI/ML model training/inference. It is convenient to carry out the use case discussion if the potential main input and output options are shared among companies while the details like format, shape may be considered as implementation dependent.  
Observation 3: For BM-Case1, considering Alt.1 in which Set B is a subset of Set A and the prediction result is Top-K beam pairs, there is a need to map L1-RSRPs to the correct Tx-Rx beam pairs either directly or indirectly for training and inference purpose.
Observation 4: For BM-Case1, considering Alt.1 in which Set B is a subset of Set A and assistance attributes like Tx/Rx beam angles are used as input to the network side AI/ML model, there is a need for gNB to collect such attributes for training and inference purpose.
Observation 5: In the scenario that multiple AI/ML models for beam management are trained and deployed (each may be targeted for a given scenario or scenario family), model selection (based on network and/or UE scenario/capability) and model configuration/switching (including activation, deactivation) may be needed to support various scenarios.
Proposal 1: Study the standards impact, and pros and cons associated with both offline learning and online learning for AI/ML-based beam management.
Note: The definitions for offline learning and online learning are still being discussed under AI 9.2.1. The term “offline learning” in the proposal refers to supervised learning and “online learning” refers to reinforcement learning. 
Proposal 2: Unless there is specification impact, the exact input and output for the AI/ML model (e.g., format, shape) should not be fixed or specified while potential input/output options may be discussed/shared for (sub) use case discussion purpose.
Proposal 3: Regarding BM-Case1, when Set B is a subset of Set A, study the standards impact to enable gNB to map the received L1-RSRP measurements to the corresponding Tx-Rx beam pairs.
Proposal 4: Regarding BM-Case1, when Set B is a subset of Set A, study the standards impact to enable gNB to collect assistance attributes that are needed for model training and model inference.
Proposal 5: Regarding AI/ML-based beam management, study the standards impact, including AI/ML related UE capability reporting, related to AI/ML model selection/configuration (like activation/deactivation) in case multiple trained AI/ML models are deployed.
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