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Introduction
This paper summarizes the email discussion for agenda item 9.2.2.2: [109-e-R18-AI/ML-04] Email discussion on other aspects of AI/ML for CSI feedback enhancement by May 20.
Finalize representative sub use cases for CSI feedback enhancement
CSI compression  
CSI compression is one key use case proposed by many companies. Different sub-use cases are proposed.  
Spatial-frequency domain CSI compression by auto-encoder/decoder
Following table summarize proposals on spatial-frequency domain CSI compression. Proposals that do not explicit list time domain information are all listed in the sub-use cases. 

	Company
	Key Proposals/Observations/Positions

	FutureWei
	Observation 1: The CSI feedback overhead reduction and reconstruction accuracy improvement sub use case may have relatively more standards impact and involve more advanced collaboration between gNB and UE, e.g., joint learning
Proposal 1: Consider “CSI feedback overhead reduction and reconstruction accuracy improvement” as the representative sub use case for CSI feedback enhancement use case in the Rel-18 study.  

	Huawei
	Proposal 1: For AI/ML-based CSI feedback enhancement, the following three sub use cases can be studied:
–	CSI compression in spatial and frequency domain
–	CSI compression involving time domain
–	CSI prediction

	ZTE
	Proposal 2:  For encoder-decoder based architecture that should deploy AI/ML model at both UE and gNB, at least further study and evaluate the following options for different types of AI/ML input/output,
· Option 1: The input of AI encoder is a raw channel (i.e obtained directly from CSI-RS) without any further pre-processing and corresponding output is a recovered raw channel:
· Option 1a: The  raw channel is in frequency domain
· Option 1b: The raw channel is in time domain
· Option 2: The input of AI encoder is a precoding matrix which is pre-processed from a raw channel and corresponding output is a recovered precoding matrix:
· Option 2a: The precoding matrix is a group of eigenvectors
· Option 2b: The precoding matrix is a eType II-like PMI.

	CATT
	Proposal 1: 
–	Limit the number of sub use cases for AI/ML based CSI enhancement in Rel-18, AI/ML based CSI compression can be considered as a candidate.

	VIVO
	Observation 1: AI/ML for spatial-frequency domain CSI compression is the most typical sub use case, where the autoencoder architecture (AI/ML models are deployed at both gNB and UE side and operate jointly) could be considered as a baseline for study.
Proposal 1: Study spatial-frequency domain CSI compression with high priority.

	Sony
	Proposal 1: RAN1 should study how to reduce the transmission data size and how to introduce finer CSI feedback.

	Xiaomi
	Proposal 1: CSI feedback based on CSI encoder deployed at UE side and decoder deployed at gNB side targeting at overhead reduction should be studied.

	Samsung
	Proposal 2-1: Study CSI compression as one sub-use case for AI/ML for CSI feedback enhancement, including signaling requirements, input/output requirements, CSI configurations, and training strategies.
Proposal 2-2: Study CSI compression at the UE under collaboration level (D), where model exchanges are required to configure/enable AI, and inference is performed at the UE and the gNB.

	NEC
	Observation 1: In addition to significant gains and various gNB-UE collaboration levels, CSI feedback compression and CSI prediction have significant potential specification impact, while CSI accuracy improvement does not.
Proposal 1: Support CSI feedback compression and CSI prediction as one of the final representative sub use cases.

	Oppo
	Proposal 1: For AI/ML based CSI feedback enhancement, investigate the following aspects for each sub use case. And first identify the sub use case(s) ready for the following aspects as representative sub use case(s).
1) Potential performance gain (e.g., shown in preliminary evaluation results).
2) Feasible evaluation methodology and valid training data set (incl. training set generation methodology).  
3) Reasonable non-AI/ML-based baseline for performance gain analysis.
4) Potential specification impacts.
Other sub use cases can be further discussed.
Note: Sub use cases without 3) and/or 4) will not be precluded.
Observation 1: The readiness for representative sub use case:
	
	Potential performance gain shown in preliminary evaluation results
	Feasible evaluation methodology and valid training data set
	Reasonable non-AI/ML-based baseline for performance gain analysis
	Potential specification impacts

	CSI feedback compression
	Yes
	Yes
	Yes
	Yes

	CSI prediction
	Yes
	Unclear
	Unclear
	Yes



Proposal 2: Identify “CSI feedback compression” as the representative sub use case for CSI feedback enhancement.


	Interdigital 
	Observation 1:	Obtaining highly granular CSI in NR requires low-period and dense RS allocation that reduces the over-all spectral efficiency of the system.
Observation 2:	Reporting highly granular CSI in NR requires low-period and high payload feedback resource that reduce the over-all spectral efficiency of the system.
Observation 3:	Reducing either the RS density or CSI payload to lower RS/signaling overhead, decreases the scheduling flexibility and leads to conservative scheduling that reduces the over-all spectral efficiency of the system.
Observation 4:	AI/ML can be used to adapt the CSI measurement and reporting resources to improve CSI accuracy and reduce CSI-RS and feedback overhead.

Proposal 1: 		Study means to improve CSI accuracy using AI/ML without increasing feedback overhead.
Proposal 2:		Study means to reduce feedback overhead using AI/ML without reducing CSI accuracy.
Proposal 3:		Study and define baseline scenarios against which proposed schemes are to be compared.
Proposal 4:		Implementation-based AI/ML functionality can already be supported at the UE or the gNB and should be considered in the definition of baseline scenarios.
Proposal 5: 		Study separate AI/ML and joint AI/ML scenarios.
Proposal 6: 		Study how to use AI/ML based CSI compression to improve CSI accuracy without increasing feedback overhead or to reduce feedback overhead without reducing CSI accuracy.

	Beijing Jiaotong University 
	Proposal #1: Study Bit-level DL-based CSI feedback as a use case for CSI feedback enhancement.
Proposal #2: Study Symbol-level DL-based CSI feedback as a use case for CSI feedback enhancement.

	LG
	Proposal #1: Prioritize feedback and CSI-RS overhead reduction for CSI feedback enhancement based on AI/ML.

	CAICT
	Proposal 1: AI/ML model at both UE and gNB side to make CSI compression and decompression is proposed for further study in R18.
Proposal 2: The performance of AI/ML based solution should also consider both feedback accuracy and system throughput.

	Apple
	Proposal 1: Auto-encoder/auto-decoder based CSI feedback for R18 AI based CSI study.

	CMCC
	Proposal 1: AI/ML based CSI compression of eigenvectors should be considered as a selected sub use case.

	NEC
	Proposal 1: Auto-encoders of CSI feedback should be studied as a sub use-case of CSI feedback enhancements in Rel-18 AI/ML for NRAI.

	Lenovo
	Proposal 1	Study AI models and associated network-UE collaboration levels for AI-based CSI feedback framework
Proposal 3	CSI feedback overhead reduction and CSI throughput enhancement objectives are not to be treated in isolation, but into one sub use-case of CSI feedback enhancement
Proposal 4	Rel. 16 Type-II codebook is the baseline for AI-based CSI feedback overhead reduction and/or resolution enhancement in terms of throughput-overhead tradeoff

	Spreadtrum Communications
	Proposal 1: Suggest to take sub use cases - CSI compression and recovery as the first priority of use case – CSI feedback for evaluation.
Proposal 2: Legacy CSI framework can be reused for the sub use case - CSI compression and recovery. Additional enhancement can be considered.

	TCL communication 
	Observation 1: In a high level view, the CSI feedback based on codebook is a process of compression and decompression. The auto-encoder model is exactly able to compress a vector into lower dimension one and then recover it.
Proposal 1: The basic CSI feedback model based on auto-encoder reduces feedback bits through the air-interface, compared to the CSI feedback based on codebook. It is a functional replacement of the CSI feedback based on codebook.
Observation 2: The CSI feedback with compression in spatial domain has less standard impacts.

	Nokia
	Proposal 1. Study channel- and eigenvector-based autoencoder-like machine learning solutions for CSI feedback compression.

	Panasonic
	Proposal 1: Following sub use cases can be considered for the application of AI/ML for CSI feedback enhancement. Down-selection of the sub use cases for the study is FFS.
-	CSI reporting overhead reduction
Proposal 4: The framework of AI/ML function located at both UE and network can be considered for the sub use case of CSI reporting overhead reduction.

	Intel
	Proposal-1: Consider defining a scope of CSI use-case based on explicit vs implicit CSI feedback and also whether components like L1-RSRP, L1-RSRQ are in scope. 
Proposal-2: Study benefits of using AI/ML for implicit precoder feedback with SD/FD domain compression using Rel-16 codebook as a baseline
Proposal-3: Study benefits of joint, NW centric and UE centric architectures for AI/ML based CSI feedback and identify the potential impact on RAN1 specifications

	 NVIDIA
	Observation 1: Autoencoder based CSI feedback is a promising AI/ML technique for CSI feedback enhancement.
Proposal 1: Autoencoder based CSI feedback enhancement should be selected as one representative sub use case.

	Mavenir
	Proposal 1: RAN1 should study auto-encoder based architecture for AI/ML powered CSI feedback enhancements. 
-	System-level simulations should be used for characterizing performance advantages of these approaches.

	Qualcomm
	Proposal 1: The study item should focus on the sub-use-case of single timestep compression and reconstruction of observed channel features using X-node machine learning based techniques.

	Fujitsu Limited
	Proposal-1: As AI encoder/decoder-based CSI overhead reduction is the only use case in Collaboration level 2, it should be confirmed as the sub use case for CSI feedback enhancement.


	SEU
	Proposal 1: Autoencoder based CSI feedback enhancement should be selected as one representative sub use case.
Proposal 2:  Rel. 16 Type-II codebook is the baseline for AI-based CSI feedback.



First round discussion 
The auto-encoder/decoder-based CSI compression has been pointed to be the representing use case for joint ML at UE and gNB. Although this is the 1st meeting to discuss and down select the sub-use case, given the high level of interest from companies, it was proposed: 

Proposal: Autoencoder based spatial-frequency domain CSI compression is selected as one representative sub use case.   

Please provide your view below:

	Company
	View

	 OPPO
	We support this proposal. 
It can be noted that almost all companies have discussed this autoencoder based spatial-frequency domain CSI compression in their tdocs. There is no doubt that this is a hot issue. Both industry and academic have done a lot of works on this issue, and the study/evaluation method is relatively mature. In the previous discussions, many companies have also provided a lot of detailed evaluation and simulation results. So, we think we can confirm this issue as a representative sub use case now as suggested by FL, and kickoff detailed evaluations ASAP.

	Ericsson
	Support the proposal with the caveat that a pre-processing step may be used to convert channel to angle-delay domain before input to AE. Hence, it can be reformulated as

Autoencoder based spatial-frequency domain CSI compression is selected as one representative sub use case.   

Moderator:  understand the concern. How about the below modification:
Encoder/decoder based spatial-frequency/angular-delay domainCSI compression is selected as one representative sub use case  


	NEC
	Support

	NVIDIA
	Support to select autoencoder based CSI compression as a representative sub use case.

	 Lenovo
	Support the moderator’s proposal 

	 Panasonic
	We support the proposal. We think autoencoder based CSI compression should be first priority for the study.

	Beijing Jiaotong University (BJTU)
	We support this proposal.

	LGE
	Support the proposal. 

	Spreadtrum
	Support

	Xiaomi
	Support FL’s proposal

	Samsung
	At this early stage of the SI, we should clarify the definition and details of this sub-use case.  For example, it may be useful to compare and contrast 2.1.1.1 vs. 2.1.1.2 in terms of their benefits and suitability for the SI.
Moderator:  It seems 2.1.1.2 has concerns. Therefore 2.1.1.2 was for further study.
Thanks for your comment.  We added our thoughts below.

	CATT
	Support. 
Additionally, perhaps minor suggest on numbering the FL Proposal/ Question/ Discussion, which helps fast locating them whenever it is needed. Hope FL can kindly consider.

	Nokia/NSB
	Support

	CAICT
	Support

	vivo
	We are supportive of this proposal.

	FUTUREWEI
	Agree but we prefer using “encoder-decoder based” wording vs. “autoencoder” to be more flexible.

	APPLE
	Support

	MediaTek
	Support

	NTT DOCOMO
	Support the proposal.

	ZTE
	We support this proposal, however, some pre-processing may be used to convert channel to angle-delay domain before input to AE. Hence,it may be not appropriate to say spatial-domain CSI compression, we suggest another wording asA two-sided structure is selected as one representative sub use case, including an AI/ML-based CSI generation part to generate the CSI feedback and a paired AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback.


	CMCC
	Support the proposal and ZTE’s version is also fine for us.

	Huawei/Hisi
	1. We should try to avoid introducing new terminology of ‘auto-encoder’ or ‘encoder’/’decoder’ in 3gpp. The meaning of encoder/decoder may be controversial among companies, e.g., whether it only indicates the AI encoding/decoding part, or also include the quantization/de-quantization part.
1. We don’t need to separate spatial-frequency domain CSI compression and temporal-spatial-frequency domain CSI compression into different sub use cases. The EVM between spatial-frequency or temporal-spatial-frequency is the same, so there is no additional work load to include both. It is suggested to be inclusive at the starting phase of SI, especially regarding our evaluation results show clear gain of temporal-spatial-frequency over spatial-frequency only.

We are OK with ZTE’s version.


	Ericsson
	Ok with ZTE version

	Intel
	We slightly prefer version from ZTE which avoids new terminology and wording for classical spatial/frequency domain processing

	Samsung
	Even though we think that it would be better to clarify the definition and details of this sub-use case before selecting it, we can be flexible on this point.

In particular, we are OK with ZTE’s version of the proposal, since it addresses some of our questions on the wording of the original proposal.  It also leverages progress on the related 9.2.2.1 agenda item, which will be helpful going forward.

We’d also like to make a minormodificationto ZTE’s TP:
· A two-sided structure-based CSI feedback is selected as one representative sub use case, including an AI/ML-based CSI generation part to generate the CSI feedback and a paired AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback.
At least for inference, the CSI generation part is located at the UE side, and the CSI reconstruction part is located at the gNB side


	Qualcomm
	There appears to be an error in the table abovecapturing companies’ proposals. Qualcomm’s proposals from our contribution R1-2205025 have not been captured correctly. The text in that cell is identical to the one above it. We request that this be corrected before generating the summary.
Regarding the proposal above, we prefer the following wording:
Proposal 2.1.1.1: Encoder/decoder based spatial-frequency/angular-delay domain CSI compression is selected as one representative sub use case.
In our view, any pre-processing is within the scope of the above wording and so there should be no need to mention "angular-delay".

Moderator: The table is updated to correct the error. Thanks. 

	InterDigital
	We are ok with the proposal. Also fine with ZTE’s version.

	Fujitsu
	We agree with this proposal.

	Sony
	We support the proposal.

	SEU
	We support this proposal.


Second round discussion 
Thanks for the input and email discussion. Several comments are provided: 
· Auto-encoder, or encoder/decoder terminology should be clarified. As observed in the discussion in general agenda item, the two-sided model was introduced. The proposal is updated using the two-sided model terminology. 
· Temporal-spatial-frequency domain CSI compression sub use case, andone-sided CSI compression sub use case,are summarized in the next two sub-sections. As there are concerns on the two sub-use cases, we leave it for further study.  

Proposal 2.1.1.1.2: Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
Note: Study of other sub use cases (e.g., CSI compression involving temporal domain, or CSI accuracy improvement with one-sided model) is not precluded.
Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 

Please provide your view below:
	Company
	View

	CATT
	Support. We are also fine to remove the first note.

	Lenovo
	- We prefer removing “CSI compression involving temporal domain” in the first note, since this is already being discussed in Issue 2.1.1.2.2
- Both one-sided AI models and two-sided AI models should be treated equally. Since one-sided AI models may require less specification impact and fewer signaling enhancements, it would be reasonable to include it in the discussion for evaluation and comparison with two-sided AI models. In light of that, we propose the following updated to Proposal 2.1.1.1.2, as follows

Proposal 2.1.1.1.2a: Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
Note1: Study of other sub use cases (e.g., CSI compression involving temporal domain, or CSI accuracy improvement withBoth one-sided AI model and two-sided AI model are considered) is not precluded.
Note2: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 

	LGE
	Support the proposal. Regarding the first note, related proposals are discussed in other proposals, that’s why we also support to remove the first note. 

	Ericsson
	Support with both notes. 

	Panasonic
	Support the proposal.

	Huawei/Hisi
	Support. If other companies have concern on the redundant description in the note with later proposals, we may remove the bracket part to keep it clean and inclusive.  
Note: Study of other sub use cases (e.g., CSI compression involving temporal domain, or CSI accuracy improvement with one-sided model) is not precluded.

	TCL
	We support the proposal.

	Spreadtrum
	Support. Also fine to remove the first note since other sub use cases are being discussed in other session.

	Vivo
	We are supportive of this proposal.

	OPPO
	We support the proposal.

	Fujitsu
	We support this proposal.

	Xiaomi
	We support the proposal

	ZTE
	We agree with the proposal. 
Note that single-sided sub use cases should be left the same priority as two-sided sub use cases for discussion. 

	CMCC
	Support this proposal.

	MediaTek
	Support

	FUTUREWEI
	We are ok with proposal 2.1.1.1.2 without removing the notes.

	Samsung
	We support the proposal with both notes.  We’re also okay with Huawei’s proposed modification of the first note.

In our view, leveraging the temporal domain for CSI compression can yield significant gains beyond the improvement obtained by spatial-frequency domain CSI compression. We should not limit this SI to sub-use cases that may only offer marginal gains, as that may limit the benefits of AI/ML for CSI feedback enhancement. We ask other companies to be more open on this point. 

If proposals 2.1.1.2.2 and 2.5.2 were approved before this proposal, then we would be okay with removing the first note.


	InterDigital
	Support the proposal

	NTT DOCOMO
	We support the proposal. 
We prefer not to mention one-sided AI model in this proposal. In our understanding, the motivation of this proposal is to make two-sided spatial-frequency CSI compression one of representative sub use case due to the popularity. One sided AI model can be discussed in different proposal/sub-sections.

	Qualcomm
	Since the wording is “selected as one representative sub use case”, we think it is implied that the study of other sub use cases is not precluded. Therefore, we do not see the need for the first note and propose that it be removed.



Temporal-spatial-frequency domain CSI compression by auto-encoder/decoder   
Following table summarize proposals explicitly discussed temporal-spatial-frequency domain CSI compression. 

	Company
	Key Proposals/Observations/Positions

	Huawei
	Proposal 1: For AI/ML-based CSI feedback enhancement, the following three sub use cases can be studied:
–	CSI compression in spatial and frequency domain
–	CSI compression involving time domain
–	CSI prediction

	VIVO
	Observation 2: Due to the exploitation of correlations in temporal domain CSI, AI/ML for temporal-spatial-frequency domain CSI compression offers more performance gain at the cost of more complex CSI feedback framework and AI/ML models.
Observation 4:	Introducing the channel domain transformation requires an additional specification impact and complexity.
Proposal 10: If time permits and the sub-use is justified, it can be allowed to study the specification impact of AI/ML for temporal-spatial-frequency domain CSI compression with priorities on the potential modifications on CSI feedback framework and data collection.
Proposal 11: If time permits and the sub-use is justified, it can be allowed to discuss temporal-spatial-frequency domain CSI compression based on the current CSI-RS framework.

	CMCC
	Proposal 2: Other sub use cases to further reduce the CSI feedback overhead, e.g. exploiting temporal, spatial, and frequency domain channel correlations, or partial channel reciprocity between DL and UL, can be discussed depending on the workload or be studied in future release.

	TCL communication
	Proposal 3: Multiple CSI measurements can be compressed together and feedback at one shot to further reduces the feedback overhead.

	vivo
	



First round discussion 
In general, CSI compression using temporal-spatial-frequency domain information achieve better compression ratio at the same accuracy requirement. However, it was also pointed out the additional complexity and evaluation workload. It would also be beneficial to clarify the baseline performance to compare to.  

Proposal: Further discuss the use case after evaluation methodology on temporal-spatial-frequency domain CSI compression is clarified. 

Please provide your view below:

	Company
	View

	 OPPO
	Agree with FL’s suggestion. For the CSI compression using temporal-spatial-frequency domain information, we can wait for the results of the MIMO R18 study and do the evaluation at a later stage

	Ericsson
	ok

	NVIDIA
	Fine with FL’s recommendation.

	 Lenovo
	 Support the moderator’s proposal. Prefer to prioritize spatial-frequency domain CSI compression since a well-defined baseline (Rel-16 Type-II codebook) can be used, and due to similarity between time-domain CSI compression and CSI prediction paradigms

	Panasonic
	We are fine with the proposal.

	BJTU
	Agreed.

	LGE
	We are fine with the proposal. And, we also prefer to prioritize spatial-frequency domain CSI compression. In Rel-18 MIMO, time-domain CSI compression is under the discussion, so the result from that discussion would be a good baseline for temporal-spatial-frequency domain CSI compression based on AI/ML. 

	Spreadtrum
	Agree.

	Xiaomi
	Support the FL’s proposal. We prefer this sub use case can be studied with lower priority compared with spatial-frequency domain compression. 

	Samsung
	At this early stage of the SI, we should clarify the definition and details of this sub-use case.

We believe this proposal for 2.1.1.2 can be combined with 2.5 as both involve temporal-spatial-frequency domain compression. As a second-level detail, companies may discuss which temporal aspect this sub-use case involves, e.g., A) CSI reference resources in the past, B) CSI reference resources in the future, or C) A and B.

	CATT
	Fine with the proposal.

	Nokia/NSB
	In our understanding, the intention of the this and the following proposals is to list all sub-use cases of interests for CSI feedback enhancement for downselection after EVM discussion is inalized.

The wording of this proposal is unclear, we suggest a rewording:

Further discuss autoencoder based temporal-spatial-frequency domain CSI compression as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion

We do not support this sub-use case. We prefer not to consider time-domain in CSI compression sub-use case as this is currently considered in Rel-18 MIMO WI, hence we do not have yet any legacy scheme to compare to

	Ericsson
	Agree with Nokia’s rewording.
We support the proposal to number the Proposals.

We fail to see the relevance of Nokia’s comment that we do not have yet any legacy scheme to compare to. Does this mean we cannot study beam prediction in AI-BM either?

	CAICT
	Fine with the proposal

	vivo
	We are supportive of this proposal.
As we discussed in our contribution, we believe that if time permits and the sub-use is justified, it can be allowed to study the specification impact of AI/ML for temporal-spatial-frequency domain CSI compression with priorities on the potential modifications on CSI feedback framework and data collection.

	FUTUREWEI
	We suggest not separately considering the temporal-spatial-frequency domain as another sub use case while considering it as one flavor of the CSI feedback compression when temporal domain information is leveraged. In such case, companies that wish to explore this option may do so and use consistent EVM as the CSI feedback compression sub use case while companies do not spending too much time in discussing all the details associated with each sub use case.

	APPLE
	Support 

	MEDIATEK
	Temporal-spatial-frequency domain CSI compression is deprioritized.

	NTT DOCOMO
	Support the proposal. Spatial frequency domain CSI compression should be starting point. The advanced sub use-case, temporal-spatial-frequency domain CSI compression can be discussed later based on discussions about CSI compression and CSI prediction. 

	ZTE
	We think whether CSI compression in time domain should be discussed and evaluated after Rel-18 MIMO agenda and continue to use relative simulation assumptions for AI/ML CSI prediction. 

	CMCC
	Support the proposal.
We could discuss it later with more conclusions from R18 MIMO agenda.

	Huawei/Hisi
	We echo FUTUREWEI that the temporal-spatial-frequency domain CSI compression should be categorized into the same sub use case with spatial-frequency domain CSI compression as both are using the dual-sided model. The same EVM can be shared for both, so there is negligible additional work load. According to ZTE suggested 2.1.1.1 proposal updating, this proposal is not needed any more.

	Ericsson
	We have some sympathy with the views from FUTUREWEI and Huawei, this doesn’t necessarily need to be a separate sub use case. The EVM can be the same. As long as the proponents have described their assumptions for the evaluations, we can sort the results into two categories with and without temporal components used in the training and inference of the ML, before drawing conclusions in the SI. 

	Intel
	Similar view as Nokia, MTK and some other companies – that temporal-domain is not critical at the moment and can be considered later

	Samsung
	We agree with FUTUREWEI, Huawei and Ericsson; we do not see the need to down-scope the compression domain at this early stage of the SI.

	Qualcomm
	Our preference is to focus on cross-node spatial-frequency CSI compression sub-use-case. It would be better to wait for the completion of R18 MIMO WI before studying ML-based CSI compression involving time domain. The definition of temporal-spatial-frequency domain CSI compression sub-use-case needs to be clarified.

	InterDigital
	Similar view with Nokia. The proposal is unclear. Nokia’s updated proposal looks better for us.

	Fujitsu
	Considering the evaluation workload, we prefer to focus on the sub use case of spatial-frequency domain CSI compression only.

	Sony
	Support.
We prefer the updated wording from Nokia since the proposal needs to be “standalone” for agreement in GTW / at an email checkpoint.

	SEU
	Support the proposal.



Second round discussion 
Thanks for providing your input and updated wording. There are several concerns raised in the sub-use case: 
· Additional evaluation workload 
· Whether R18 time-domain CSI enhancement codebook should be used as baseline. 
· Similarity between time-domain CSI compression and CSI prediction paradigms
· The sub-use case can be combined with 2.5 as both involve temporal-spatial-frequency domain compression. 
Based on the feedback, the proposal is revised  
Proposal 2.1.1.2.2: Further discuss temporal-spatial-frequency domain CSI compression using two-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion. 
Please provide your view below. Please also share your view whether 2.5 should be merged into this sub-use case for future discussion.  
	Company
	View

	CATT
	Fine with the proposal. We are fine to focus on the sub use case of spatial-frequency domain CSI compression at the first stage.

	Lenovo
	We prefer to prioritize Issue 2.1.1.1 on spatial-frequency domain CSI compression. Since Issue 2.1.1.2 adds temporal domain to compression, it can be considered a second stage after the outline and initial evaluation of Issue 2.1.1.1 are finalized, and Rel-18 MIMO time-domain CSI reporting enhancements are further developed as baseline. Similarly, we prefer treating one-sided AI and two-sided AI equally for this sub-use case as well

	LGE
	As commented in the first round, we prefer to prioritize spatial-frequency domain CSI compression. And, if temporal-spatial-frequency domain CSI compression is discussed in this release, we prefer to merge this proposal with 2.5. This is because we think the main benefit from CSI compression in time domain would be a CSI prediction.

	Ericsson
	Support.
We don’t see the argument that R18 MIMO must be finished to be used as a baseline. We don’t need a classical solution as a baseline to introduce a AI based solution. For example, in beam management, prediction is being considered using AI, but there is no classical beam prediction in current specifications or in R18. R17 or R16 performance can be used as the NR baseline to assess whether AI can improve KPI. 

	Panasonic
	We support the proposal.

	Huawei/Hisi
	OK

	TCL
	We support the proposal.

	Spreadtrum
	Fine

	vivo
	Temporal-spatial-frequency domain CSI compression demands a duplicate work as opposed to what we are going to study in the WI in RP-213598. We can de-periodize and study it in next release.
Regarding the similarity between time-domain CSI compression and CSI prediction, the former is to offer the same function as what we are doing in CSI-compression in spatial-frequency domain, while the latter is to supplementally offer more precise channel matrix in future time and harvest the AI-based CSI-feedback gain. The AI-based CSI prediction fits any CSI-compression mechanism and codebook (i.e., quantization vector), e.g., type-I, type-II, and AI-based codebook.

	OPPO
	We support the proposal. As we proposed in the first round, further discuss the use case after evaluation methodology on temporal-spatial-frequency domain CSI compression is clarified


	Fujitsu
	Considering the evaluation workload, we prefer to focus on the sub use case of “spatial-frequency-domain” CSI compression only.

	Xiaomi
	Spatial-frequency domain compression is a representative use case. Time-spatial-frequency domain compression is a similar use case with spatial-frequency domain compression. Hence, at this early stage, it is not necessary to introduce time-spatial-frequency domain compression.

	ZTE
	We prefer to prioritize Issue 2.1.1.1 on spatial-frequency domain CSI compression. We think whether CSI compression in time domain should be discussed and evaluated after Rel-18 MIMO agenda and continue to use relative simulation assumptions for AI/ML CSI prediction.  In addition, we think one-sided AI sub use cases should be left the same priority as two-sided AI sub use cases.

	CMCC
	Support this proposal.

	MediaTek
	We prefer to focus on “spatial-frequency” domain CSI compression first. We suggest “temporal-spatial-frequency” to be deprioritized.

	FUTUREWEI
	We are ok with proposal 2.1.1.2.2, however, we suggest focusing on spatial-frequency domain first.

	Samsung
	Support

Also support merging of 2.5 into this sub-use case for future discussion


	InterDigital
	We also prefer to focus on “spatial-frequency” domain CSI compression first in Rel-18. It is unclear how it is different between time-domain CSI compression and CSI prediction at this point.

	NTT DOCOMO	
	Support the proposal. Temporal-spatial-frequency domain CSI compression on two-sided model should be treated as possible sub use-case not representative sub use-case at this point, even after the evaluation methodology discussion.

	Qualcomm
	Our preference is to focus on cross-node spatial-frequency CSI compression sub-use-case. The definition of temporal-spatial-frequency domain CSI compression sub-use-case needs to be clarified.



CSI accuracy improvement by AI at gNB/UE side only 
	Company
	Key Proposals/Observations/Positions

	ZTE
	Proposal 1: For AI/ML models only deployed at network side, further study and evaluate following options,
▪ Option 1:  Report Rel-16 eType II PMI based on a predefined pattern of spatial&frequency DFT vectors.
▪ Option 2:  Utilize UL and DL reciprocity to recover a precise DL channel.  

	Xiaomi
	Proposal 2: Higher resolution precoder inferred by gNB through AI/ML network model for codebook CSI feedback based on traditional codebook, e.g., Type I or Type II codebook should be studied.

	Intel
	Proposal-3: Study benefits of joint, NW centric and UE centric architectures for AI/ML based CSI feedback and identify the potential impact on RAN1 specifications

	Fujitsu Limited
	Proposal-2: The following two sub use cases for CSI feedback enhancement can be used as the candidates for final decision:
3.	CSI feedback overhead reduction by using AI residing in gNB.


	SEU
	Proposal 5: For CSI accuracy improvement by AI at gNB side only 
Option 1: using a neural network to refine the obtained channel codeword in gNB




First round discussion 
AI/ML can be used in either UE or gNB to improve the CSI accuracy with traditional codebook design. The use case requires less UE-gNB coordination. It is beneficial to understand whether implementation-based approach can be used in this case.

Proposal: Further discuss the use case after evaluation methodology on CSI accuracy improvement with traditional codebook is clarified. 
Please provide your view below:

	Company
	View

	 OPPO
	Agree with FL’s suggestion. 
The evaluation methodology and pre-study results on CSI accuracy improvement with traditional codebook need to be clarified first. 


	Ericsson
	ok

	NVIDIA
	Fine with FL’s recommendation.

	 Lenovo
	In our opinion, CSI feedback mechanisms should not treat accuracy improvement and feedback compression in isolation. Since the highest possible CSI resolution corresponds to asymptotically large CSI feedback overhead, all practical CSI feedback schemes involve CSI feedback overhead reduction. Hence, we prefer if high-resolution CSI feedback is treated under CSI feedback compression use case. No need to add more use cases 

	Panasonic
	We are fine with the proposal. We agree to OPPO’s comment that to clarify the sub use case on CSI prediction is necessary. We think CSI feedback periodicity adjustment mentioned by NEC is one of the sub use cases.

	BJTU
	ok

	LGE
	Fine with the proposal. 

	Spreadtrum
	Agree

	Xiaomi
	The motivation of CSI accuracy improvement is to improve the CSI accuracy with traditional codebook design, which has less spec impact. It does not model/or signaling exchange between UE and gNB during model training or inference. Hence, it is should be studied as a representative sub use case.
In our view, evaluation methodology on CSI accuracy improvement does not affect the study or discussion, since the legacy EVM on Type I/ II codebook can be reused. We prefer the sub use case 2.1.1.1 and 2.1.1.3 can beparallelly discussed. 

	Samsung
	We suggest to clarify each sub-use case first, which can facilitate the evaluation methodology for the sub-use case.

	CATT
	While we understand the motivation, we prefer not to spend time on sub use cases without spec impacts.

	Nokia/NSB
	We suggest clarifying the wording of this proposal as follows:

Further discuss improving the CSI accuracy based on traditional codebook design as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion

In our view, this sub-use case can be already considered as part of the CSI compression sub-use case, with appropriate pre-processing applied to the channel measurements


	Ericsson 
	Agree with Nokia’s rewording.


	CAICT
	Fine with FL’s proposal.

	Vivo
	We are supportive of this proposal.

	FUTUREWEI
	We are ok with the proposal.

	Apple
	OK

	MediaTek
	This can be treated with lower priority.

	ZTE
	We agree with this proposal and prefer to deploy AI/ML at gNB. From our perspective, gNB has stronger capabilities of AI/ML operations to improve CSI accuracy with traditional codebook design. It may  not involve model/signaling exchange between UE and gNB during model training or inference. In addition, evaluation methodology has no conflicts with the sub use case 2.1.1.1 and the legacy schemes can be used as baseline, which can highlight AI/ML performance. Hence, it should be considered as a representative sub use case to discuss earlier. 

	CMCC
	Ok with the proposal. It should be deprioritized.

	Huawei/Hisi
	OK with the proposal.

	Ericsson
	We observe that this “fruit” is hanging lower than the dual sided AI considered in the previous proposals. This because it is (due to single sided nature) possible to avoid the multi-vendor training or model transfer issues, so we think it is worth studying this flavor as well in the SI to assess whether there are benefits for CSI enhancements. 

	Intel
	Indeed – agree that is is “lower” hanging fruit and good to consider such sub use-case :-)

	Qualcomm
	Our preference is to focus on cross-node spatial-frequency CSI compression sub-use-case. Two-sided or cross-node ML use case covers a more general scenario than single-sided ML. The potential specification impact unique to cross-node ML sub-use-case would be more useful to study from the perspective of defining a general framework for AI/ML-based air interface.

	InterDigital
	Supportive for this proposal but Nokia’s updates seems to be clearer.

	Fujitsu
	From our point of view, this is an important sub use case for the CSI overhead reduction, in which AI/ML resides only at one side. For the scenario that AI/ML resides at gNB, the legacy UE is used, which means that there is not much STD impact. This sub use case is an alternative approach for the encoder/decoder-based one, and can be a candidate of the sub use cases of CSI overhead reduction.

	Sony
	We prefer the updated wording from Nokia since the proposal needs to be “standalone” for agreement in GTW / at an email checkpoint.

	SEU
	We agree with this proposal. Moreover, we think CSI accuracy improvement by AI at gNB side only also needs to be considered.



Second round discussion
Thanks for providing your input and updated wording. There are several concerns raised in the sub-use case: 
· Clarification of sub-use cases and evaluation methodology. 
· Performance benefit 
· Any potential specification impact, or this is implementation-based solution. 
Based on the discussion, the proposal is updated: 
Proposal 2.1.1.3.2: Further discuss improving the CSI accuracy based on traditional codebook design using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion. 

Please provide your view below:
	Company
	View

	CATT
	OK with the proposal. Fine to discuss such sub use case after evaluation methodology discussion.

	Lenovo
	We do not support this proposal. In our opinion, this use case can be omitted and instead merged with CSI compression use case. With a proper choice of the KPI (e.g., throughput/overhead tradeoff, which has been considered as a metric for all prior NR CSI enhancements), both CSI accuracy/resolution and CSI compression would be considered jointly. It is also important to reduce the sub use-cases to have reasonable simulation/discussion effort 

	LGE
	For the clarification, if one-sided model is assumed, what is the potential specification impact? It seems that it can be supported in spec-transparent way. If the main benefit from this approach is CSI overhead reduction as commented by Fujitsu in the first round, we think it can be discussed together with Proposal 2.3.2. 

	Ericsson
	Support.
Specification impact can be a new, more high resolution codebook, a new CSI reporting format etc. It can also be introduction of more dynamic re-configuration of Type-II codebook parameters, where the decision of preferred parameters is aided by machine learning. 

	Panasonic
	We support the proposal.

	Huawei/Hisi
	OK

	TCL
	We are fine with the proposal.

	Spreadtrum
	If the use case is to design resolution codebook, or flexible codebook parameters configuration, in our mind legacy non-AI/ML has realized, e.g., codebook parameters has been flexibly configured in current spec, and we also have TypeII/eTypeII/FeTypeII codebook. It seems to be not necessary or important to introduce AI/ML into spec, compared to use case CSI compression. 
Clarification on the use case is needed, e.g., what’s the specific function.

	vivo
	This sub use case has less attraction than others from performance gain perspective, and it can be possibly implemented in gNB without any specification impact.

	OPPO
	We support the proposal. The evaluation methodology and pre-study results on CSI accuracy improvement with traditional codebook need to be clarified first. 

	Fujitsu
	We think that this is an important sub use case to be studied, especially for the scenario that the one-sided AI/ML resides at gNB. 
Single-sided AI/ML (@ gNB) with legacy feedback from UE can realize the same function as two-sided AI/ML model for CSI compression. Our simulation results (R1-2205076) show a similar gain achieved in the two types of AI/ML models, and a 50% overhead reduction in single-sided AI/ML compared to the type-II codebook-based method.
Compared to the two-sided AI/ML model, the single-sided one is more practical with less STD impacts.

	Xiaomi
	We support the proposal.

	ZTE
	We agree with this proposal and prefer to leave it the same priority as two-sided sub use case for discussion and evaluation. From our perspective, it may not involve model/signaling exchange between UE and gNB during model training or inference. In addition, evaluation methodology has no conflicts with the sub use case 2.1.1.1 and the legacy schemes can be used as baseline, which can highlight AI/ML performance. Hence, it should be considered as a representative sub use case to discuss earlier. 

	CMCC
	Support this proposal.
Maybe more evaluation methodology discussion can make this use case clearer.

	MediaTek
	We prefer to focus on “spatial-frequency” domain CSI compression. But we are fine to discuss further after EVM discussion is done.

	FUTUREWEI
	We are ok with proposal 2.1.1.3.2, however, we suggest focusing on spatial-frequency domain first.

	Samsung
	We would like the proponents of this candidate sub-use case to clarify its specification impact.

In our view, this candidate sub-use case has low specification impact and can be placed under (collaboration) Level 0.


	InterDigital
	Support the proposal

	NTT DOCOMO
	Fine with the proposal. It is better to prioritize the spatial-frequency CSI compression, and treat this sub use-case as a possible sub-use case at this point.

	Qualcomm
	The potential specification impact of this sub-use-case should be discussed. Two-sided ML sub-use-case covers a more general scenario than single-sided ML and may be more useful to study to understand the AI/ML framework requirements.





CSI prediction 
Following table summarize proposals on CSI prediction use case.  

	Company
	View

	 VIVO
	Observation 3: AI/ML for CSI prediction could achieve more than 9dB NMSE gain over the non-prediction case (i.e., the case using the nearest historical CSI as the prediction).
Proposal 2: Study AI/ML for CSI prediction with high priority.


	Huawei
	Proposal 1: For AI/ML-based CSI feedback enhancement, the following three sub use cases can be studied:
–	CSI compression in spatial and frequency domain
–	CSI compression involving time domain
–	CSI prediction

	Sony
	Proposal 2: RAN1 study paradigms for CSI measurement prediction to closer to the transmission resources allocated.

	Xiaomi
	Proposal 3: Channel prediction based on AI/ML network model is studied with low priority.

	Samsung
	Proposal 1-1: Study CSI prediction as one sub-use case for AI/ML for CSI feedback enhancement, including signaling requirements, input/output requirements, CSI configurations, and training strategies.
Proposal 1-2: Study CSI prediction at the UE under collaboration level (B), where limited information exchanges are required to configure/enable AI/ML.

	NEC
	Proposal 1: Support CSI feedback compression and CSI prediction as one of the final representative sub use cases.

	Oppo
	Observation 1: The readiness for representative sub use case:
	
	Potential performance gain shown in preliminary evaluation results
	Feasible evaluation methodology and valid training data set
	Reasonable non-AI/ML-based baseline for performance gain analysis
	Potential specification impacts

	CSI feedback compression
	Yes
	Yes
	Yes
	Yes

	CSI prediction
	Yes
	Unclear
	Unclear
	Yes



Proposal 3: Further clarify sub use case “CSI prediction” on following aspects before it is identified as a representative sub use case:
· Feasible evaluation methodology, data set and performance metric.
· Whether the full channel state information or only the eigenvector CSI should be predicted needs clarification.
· Reasonable non-AI/ML-based baseline for performance comparison.


	Interdigital 
	Proposal 7: 		Study how to use AI/ML based CSI prediction using AI/ML as a form of CSI compression.

	Lenovo
	Proposal 5	Defer the discussion on AI-based CSI prediction sub use-case to RAN1#110bis-e

	TCL communication
	Proposal 2: To fix the problem of outdated CSI feedback, the predictive CSI feedback model is necessary to predict CSI at scheduling time.

	Nokia
	Proposal 3. Study channel prediction machine learning solutions.
Proposal 4. Compare channel prediction over broad bandwidth versus based on Type II CSI per sub-band.

	Panasonic
	Proposal 1: Following sub use cases can be considered for the application of AI/ML for CSI feedback enhancement. Down-selection of the sub use cases for the study is FFS.
-	CSI estimation accuracy improvement / CSI prediction at UE
-	CSI estimation accuracy improvement / CSI prediction at gNB

Proposal 2: The framework of AI/ML function located within UE can be considered for the sub use case of CSI estimation accuracy improvement / CSI prediction at UE.

Proposal 3: The framework of AI/ML function located within network can be considered for the sub use case of CSI-RS configuration optimization, CSI estimation accuracy improvement / CSI prediction at gNB, and scheduling optimization.

	Intel
	Proposal-3: Study benefits of joint, NW centric and UE centric architectures for AI/ML based CSI feedback and identify the potential impact on RAN1 specifications

	Fujitsu Limited

	Proposal-2: The following two sub use cases for CSI feedback enhancement can be used as the candidates for final decision:
3.	CSI feedback overhead reduction by using AI residing in gNB.
4.	CSI feedback prediction in time domain by using AI residing in UE.

	MediaTek
	Observation 2: The design of AI/ML based CSI prediction needs to consider the device’s ability to maintain continuity, which determines how channel correlation in time can be exploited.



 First round discussion 
For CSI prediction sub-use case, the AI/ML used for CSI prediction is either at the UE or the gNB. This is another presentative UE-gNB collaboration use case. 
Some concerns are raised for CSI prediction sub-use case including evaluation methodology, data set, performance metric, reasonable non-AI baseline, device’s ability to maintain continuity, and R18 MIMO codebook enhancement work timeline.  
Proposal: Further discuss the use case after evaluation methodology on CSI prediction is clarified. 
Please provide your view below:

	Company
	View

	 OPPO
	CSI prediction is another hot issue that many companies have suggested to do some solid work in this SI. But we also noted that different companies may have different understandings and preferences on the prediction issue, e,g considering (1) at gNB only, (2) at UE only, (3) UL prediction, (4) DL prediction, (5) w/o channel estimation, (6)w/o channel reciprocity. Companies may need to further discuss and clarify the sub use cases on CSI prediction as suggested by FL. 



	NEC 
	We propose the adjustment of CSI feedback rate/ CSI reporting pattern based on the predicted CSI variation points as one of the sub use cases for CSI prediction. It does not require channel estimation. 

	Ericsson
	ok

	NVIDIA
	Fine with FL’s recommendation.

	 Lenovo
	Since a parallel agenda is also discussing non-AI CSI prediction under Rel-18 MIMO, it would be beneficial to observe the study phase of that agenda to provide insight for possible design details and/or baseline for study. Therefore, we prefer deferring the discussion on CSI prediction and prioritize spatial/frequency CSI compression in this and the next meeting, until more insight is available from the Rel-18 MIMO CSI prediction agenda 

	Panasonic
	We are fine with the proposal. We agree to OPPO’s comment that to clarify the sub use case on CSI prediction is necessary. We think CSI feedback periodicity adjustment mentioned by NEC is one of the sub use cases.

	BJTU
	OK

	LGE
	We are fine with the proposal. And, as commented in 2.1.1.2, we prefer to prioritize CSI compression. In Rel-18 MIMO, time-domain CSI compression is under the discussion, so the result from that discussion would be a good baseline for CSI prediction based on AI/ML. 

	Spreadtrum
	Support

	Xiaomi
	Agree with the comments of Lenovo. The sub use case can be studied with low priority. 

	Samsung
	At this early stage of the SI, we should clarify the definition and details of this sub-use case.  That would allow us to clarify the evaluation methodology for this sub-use case.

	CATT
	Support the proposal in principle. We have similar feeling with OPPO, Panasonic and Xiaomi that the clarification on ‘which sub use case(s) on CSI prediction can be studied’ should be considered.

	 Nokia/NSB
	Proposed rewording for clarification:

Further discuss CSI prediction as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion

We support this sub-use case with lower priority compared to CSI compression

	Ericsson
	Support Nokias rewording

	 CAICT
	We share the same view of OPPO. 

	Vivo
	Our view is to study the sub use case of channel prediction given the following reasons. For the legacy CSI feedback procedure, the CSI measurement, CSI feedback and DL transmission utilizing the CSI feedback for precoding are conducted at different time (slots). If the CSI feedback from previous time is directly used to generate DL precoding, the spectral efficiency will be reduced due to the channel aging, especially for high mobility scenarios. AI-based CSI prediction is a way to solve this problem. Various evaluations show that AI-based CSI prediction outperforms the non-prediction case and non-AI based CSI predictions. Furthermore, the AI-based CSI prediction is also an approach for reducing the RS overhead and feedback frequency. For the viewpoint of studying the life cycle management of CSI feedback enhancement, finally, CSI prediction could serve as a typical sub use case to study the performance and specification impact of finetuning.
Therefore, we propose to study the sub use case of AI/ML for CSI prediction with high priority.

	FUTUREWEI
	We think the proposal is ok, but we prefer focusing on CSI feedback compression sub use case in the study.

	Apple
	OK

	MediaTek
	We are fine with the proposal. We are only supportive of CSI prediction in time at either gNB or UE. Other cases can be deprioritized. 

	ZTE
	When it involves time domain, we think this sub-use case has a lower priority compared to spatial-frequency domain, because we need a long period of time to align evaluation methodology. 

	CMCC
	Support.
The CSI compression use case should be discussed firstly.

	Huawei/Hisi
	Agree Nokia’s version

	Intel
	Support as a sub-use case 

	Qualcomm
	Our preference is to focus on cross-node spatial-frequency CSI compression sub-use-case. It would be better to wait for the completion of R18 MIMO WI before studying ML-based CSI prediction.

	InterDigital
	Supportive for this proposal but Nokia’s updates seems to be clearer.

	Fujitsu
	We agree with this proposal. Specifically, compared to non-AI/ML-based approaches, the benefits of the AI/ML in the sub use case of prediction should be demonstrated under some proper evaluation methodology.

	Sony
	Support.
We prefer the updated wording from Nokia since the proposal needs to be “standalone” for agreement in GTW / at an email checkpoint.

	SEU
	Support.
The CSI compression use case should be first discussed.



 Second round discussion 
Thanks for providing input and updated wording. CSI prediction has been proposed by many companies. There are some concerns raised in the discussion to be further clarified: 
· Further clarify the sub-use case is recommended. 
· Whether CSI prediction happens (1) at gNB only, (2) at UE only, (3) UL prediction, (4) DL prediction, (5) w/o channel estimation, (6)w/o channel reciprocity. 
· The adjustment of CSI feedback rate/ CSI reporting pattern based on the predicted CSI variation points is one sub-use case of the CSI prediction. 
· Dependency with Rel-18 MIMO CSI enhancement agenda

Based on the discussion, the proposal is updated: 
Proposal 2.2.2: Further discuss CSI prediction using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
Please provide your view below:
	Company
	View

	CATT
	OK with the proposal.

	Lenovo
	We are fine with the current proposal, and we also prefer removing “using one-sided model” at this stage. We also suggest prioritizing CSI compression use case and start discussing CSI prediction starting from RAN1#110bis-e, so that the simulation assumptions as well as baseline that are concurrently discussed in Rel-18 MIMO enhancements can be reused

	LGE
	If one-sided model is assumed for CSI prediction, it seems thatthe difference between Rel-18 MIMO CSI and AI/ML based CSI prediction becomes more unclear. So, we prefer to prioritize two-sided model based CSI compression. 

	Ericsson
	Support. We don’t understand LGE’s comment about R18 MIMO CSI. This is a study item and we should explore whether ML can be used to enhance KPIs related to CSI reporting. 

	Panasonic
	We support the proposal.

	Huawei/Hisi
	OK

	TCL
	We are fine with the proposal.

	Spreadtrum
	Fine with the proposal. 

	Vivo
	We prefer (2) and (4). 
Rewording:
(3) UL CSI prediction, (4) DL CSI prediction
The adjustment of CSI feedback rate/ CSI reporting pattern based on the predicted CSI variation points should be a simplified sub use case of CSI prediction. In our understanding, this sub use case refers to one way of overhead (feedback and RS) reduction based on the channel prediction. Furthermore, this sub use case needs more clarifications: 1) the exact meaning of the adjustment of CSI feedback rate/ CSI reporting pattern; 2) the definition of CSI variation points.
The AI-based CSI prediction is independent of Rel-18 MIMO CSI enhancement agenda, where Rel-16/17 Type-II codebook refinement will be studied. As we indicated in Proposal 2.1.1.2.2, it could supplementally offer more precise channel matrix in future time, which fits any codebook, e.g., type-I, type-II, and AI-based codebook.

	OPPO
	We support the proposal.

	Fujitsu
	We support that temporal-domain CSI prediction  is a sub use case after evaluation methodology discussion.

	Xiaomi
	There are too many sub-use cases for CSI prediction as listed by  FL. It needs to clarify which one or more are studied firstly. Considering work load, it can be studied with low priority.

	CMCC
	Support this proposal.

	MediaTek
	Fine to discuss further. But it would be better to downselect some of sub use cases.

	FUTUREWEI
	We are ok with proposal 2.2.2.

	Samsung
	We support Lenovo’s modification of the proposal, since we agree that we don’t need to restrict ourselves to a “one-sided model” at this stage of the SI.

	InterDigital
	Ok with the proposal

	Qualcomm
	Considering workload and the fact that R18 MIMO WI would study related problems, we prefer to focus on two-sided or cross-node ML for spatial-frequency CSI compression.




CSI-RS configuration and overhead reduction 
The following table summarizes proposals related to CSI-RS configuration or overhead reduction. 

	Company
	View

	Sony 
	Proposal 3: RAN1 study paradigms for increasing CSI measurement granularity in both time and frequency for more accurate resource and MCS allocation.


	Interdigital 
	Proposal 9: Study means to reduce CSI-RS and signaling overhead using AI/ML without CSI report quality degradation.
Proposal 10: 	Possible specification impacts of reduced CSI-RS overhead include new RS configurations, new RS triggers, new CSI reporting mechanism and UE feedback.

	Lenovo
	Proposal 6	Include CSI-RS overhead as a performance metric upon comparing different CSI feedback frameworks under the AI-based CSI feedback framework study

	TCL communication 
	Proposal 4: The CSI feedback compression along the frequency dimension, can be designed with new sparser CSI-RS patterns. The resource utilization is improved by allocating more REs to data transmission.
Observation 3: UL channel estimation from CSI-RS feedback saves the reference signals for UL channel at the inference stage.

	Panasonic
	Proposal 1: Following sub use cases can be considered for the application of AI/ML for CSI feedback enhancement. Down-selection of the sub use cases for the study is FFS.
-	CSI-RS configuration optimization




 First round discussion
During SID preparation discussion, RS overhead reduction sub-use case was not agreed. To limit the scope of the CSI compression,   
Proposal: Further discuss the use case after evaluation methodology on CSI-RS configuration and overhead reduction is clarified. 

Please provide your view below:

	Company
	View

	 OPPO
	We prefer to leave this issue for further study in a later release. 
Companies do a lot of discussions to narrow down the scope during the SID preparation and have decided to low-prioritize the RS overhead reduction case. We need to follow this guidance in R18 scope.

	Ericsson
	Ok..

	NEC
	Support

	 NVIDIA
	We are fine to discuss this use case further. That said, it should respect the scope of the agreed SID.

	 Lenovo
	Agree with OPPO. We support including CSI-RS overhead as a performance metric in evaluation of different use cases, however we do not support including CSI-RS configuration enhancement as a standalone use case. We believe agreeing on a maximum of two sub use-cases for CSI feedback enhancement is enough, so as to control the workload and ensure the study of the sub use-cases is done with sufficient quality

	Panasonic
	We are fine with the proposal. 

	BJTU
	Agreed

	LGE
	Support the proposal. 

	Spreadtrum
	Generally, we are fine. 

	Xiaomi
	Agree with OPPO. This use case can be studied with low priority.

	Samsung
	This sub-use case can be de-prioritized.  But if some discussion will be spent on this sub-use case, we suggest to clarify each sub-use case first, which can facilitate the evaluation methodology for the sub-use case. 

	CATT
	Too many sub use cases would make the scope of the study too broad and increase the risk of completing the study in Rel-18. We prefer to consider this use case in a future release. 

	 Nokia/NSB
	Proposed rewording for clarification:

Further discuss CSI-RS configuration and overhead reduction as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion

Reducing CSI-RS overhead can be a side-effect of other use cases, such as CSI prediction, and so this may not need to be a sub-use case by itself.

	 CAICT
	Support moderator’s proposal and should leave this issue as low priority.

	Vivo
	We are supportive of this proposal.

	FUTUREWEI
	We think the proposal is ok, but we prefer focusing on CSI feedback compression sub use case in the study.

	APPLE
	OK

	MEDIATEK
	This can be discussed later with lower priority.

	NTT DOCOMO
	Since RS enhancements got out of SID scope to reduce the workload, the discussion of RS overhead reduction sub-use case should be deprioritized.

	ZTE
	We agree with the proposal, but we think this sub use case has overlaps with CSI compression or CSI prediction in spatial-frequency domain, which may be discussed together. 

	CMCC
	Support the proposal.
RS overhead reduction is an interesting use case. However, it is out of R18 SID scope. It can be discussed with low priority. 

	Huawei/Hisi
	OK with it.

	Intel
	Same view as OPPO – this was discussed in RAN already with negative conclusion

	Qualcomm
	RS enhancement is not within the SID scope. We prefer to consider this use case in a future release.

	InterDigital
	We support the proposal.

	Fujitsu
	Considering the evaluation workload, we prefer to focus on the sub use case of spatial-frequency domain CSI compression only.

	Sony
	Support.
We prefer the updated wording from Nokia since the proposal needs to be “standalone” for agreement in GTW / at an email checkpoint.


 Second round discussion
Thanks for providing input and updated wording. As commented by many companies, there is a concern that the proposed sub-use case is out of the scope of the SID. Further discussion is recommended to agree whether we can consider this sub-use case in future releases. 

Proposal 2.3.2: Further discuss CSI-RS configuration and overhead reduction as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
Please provide your view below:
	Company
	View

	CATT
	While we can live with the proposal, we still prefer to consider this sub-use case in future release.

	Lenovo
	We prefer to deprioritize this proposal for the following reasons:
(1) RS enhancements were omitted from use cases in RAN#94-e 
(2) We cannot discuss all proposed use cases to maintain reasonable workload for this agenda. In our opinion, CSI compression should be prioritized, followed by CSI prediction 
(3) CSI-RS overhead can be considered as a metric for other use cases, rather than a standalone use case

	LGE
	Support the proposal

	Ericsson
	Do not support. RS overhead is not an issue in current networks and using the power of machine learning to optimize this is an overkill. 

	Panasonic
	We support the proposal.

	Huawei/Hisi
	OK

	TCL
	We are fine with the proposal.

	Spreadtrum
	The use case should be low priority. The envisioned benefit is relatively marginal, compared with CSI compression.

	vivo
	It is out of scope in SID.

	 OPPO
	As we proposed in the first round response, we prefer to leave this issue for further study in a later release. 

	Xiaomi
	We can study it with low priority.

	ZTE
	We agree with the proposal, but we think this sub use case has overlaps with CSI compression or CSI prediction in spatial-frequency domain, which needs further discussion. 

	CMCC
	Support the proposal.
It is out of R18 SID scope and can be discussed with low priority.

	MediaTek
	We want this to be deprioritized.

	FUTUREWEI
	We suggest not considering this sub use case in Rel-18.

	Samsung
	We agree with CATT’s view.

	InterDigital
	Ok with the proposal

	Qualcomm
	This topic is not within the SID scope. We prefer to consider this use case in a future release.



Resource allocation/Scheduling
The following table summarize proposals related to scheduling optimization with finer CSI feedback. 

	Company
	Key Proposals/Observations/Positions

	Sony
	Proposal 4: RAN1 study new methods of resource allocation and transport channel processing based on higher CSI measurement granularity.

	Panasonic
	Proposal 1: Following sub use cases can be considered for the application of AI/ML for CSI feedback enhancement. Down-selection of the sub use cases for the study is FFS. 
-	Scheduling optimization

Proposal 3: The framework of AI/ML function located within network can be considered for the sub use case of CSI-RS configuration optimization, CSI estimation accuracy improvement / CSI prediction at gNB, and scheduling optimization.

	AT&T
	Observation 1: CSI feedback enhancements are needed to improve MU-MIMO user scheduling and parameter configuration
Observation 2: An auto-tuning AI/ML scheduling algorithm can use deployment-specific CSI feedback adjustments to optimize user selection and scheduling based on the local environment
Proposal 1: Include a sub-use case on CSI feedback enhancements for an AI/ML based multi-user MIMO user scheduling and parameter configuration



First round discussion
Proposal: Further discuss the use case after evaluation methodology on resource allocation and scheduling is clarified. 

Please provide your view below:

	Company
	View

	 OPPO
	Agree with FL’s suggestion. 
The evaluation methodology, pre-study results and gains on this issue need to be clarified first.

	Ericsson
	Ok

	NVIDIA
	Fine with FL’s recommendation.

	 Lenovo
	We agree with the importance of utilizing CSI to improve resource allocation and scheduling decisions, however we believe this sub use case can be categorized under CSI prediction, which would also infer some channel-related characteristics based on predicted CSI, e.g., predict CSI corresponding to multiple bands, and feeding back the index of the frequency band with the highest channel quality

	Panasonic
	We are fine with the proposal.

	BJTU
	OK

	LGE
	Fine with the proposal.

	Spreadtrum
	Ok

	Xiaomi
	We are OK with FL’s proposal.

	Samsung 
	This sub-use case can be de-prioritized, since we need to limit the workload for RAN1.

	CATT
	We wonder whether it can be seen as a sub use case on CSI feedback or not. It is more likely a sub use case for scheduling.

	 Nokia/NSB
	 Proposed rewording for clarification:

Further discuss resource allocation and scheduling as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion

We think MU-MIMO performance enhancement can be already addressed in the CSI compression sub-use case, by reusing the EVM assumptions of Rel-16 eType-II. Hence, this sub-use case can be down-prioritized

	 CAICT
	Support moderator’s proposal. 

	vivo
	We are supportive of this proposal.

	FUTUREWEI
	We suggest not considering additional sub use cases besides those specified in the WID to limit the workload.

	Apple
	OK

	MediaTek
	This can be discussed later with lower priority.

	ZTE
	We prefer to leave this issue for further study in a later release. 
There is much workload forcompanies to discuss on CSI compression and CSI prediction, and this use case is studied with lower priority.

	CMCC
	Support this proposal.

	Huawei/Hisi
	OK with it.

	Qualcomm
	Our preference is to focus on cross-node spatial-frequency CSI compression sub-use-case. Within that context, evaluations should include MU-MIMO performance.

	InterDigital
	We agree with Nokia’s rewording. We are fine with the proposal, though if workload is an issue, this sub-use case can be down-prioritized.

	Fujitsu
	Considering the evaluation workload, we prefer to focus on the sub use case of spatial-frequency domain CSI compression only

	Sony
	Support.
We prefer the updated wording from Nokia since the proposal needs to be “standalone” for agreement in GTW / at an email checkpoint.


 Second round discussion
Thanks for providing input and updated wording. Some concerns are raised for this sub-use case including:
· Evaluation work load.
· Whether this sub-use case can be part of CSI prediction use case.
· Whether this is sub-use case of CSI feedback enhancement, or a sub-use case of scheduling enhancement. 
Based on the discussion, the proposal is updated: 
Proposal 2.4.2: Further discuss resource allocation and scheduling as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion

Please provide your view below:
	Company
	View

	CATT
	While we can live with the proposal, we still prefer to consider this sub-use case in future releases. 

	Lenovo
	We are OK to consider this issue as a special case of CSI prediction. To clarify, since the outcome of CSI prediction would typically correspond to CSI corresponding to multiple frequency indices in a future time, it can aid the resource allocation/scheduling process at the network. The one additional step to be discussed under this sub-use case is whether/how to further reduce the CSI feedback overhead for resource allocation/scheduling indication. In light of that, our preference is to discuss this sub use-case after we have some clarity on CSI prediction sub-use case. We suggest adding the following note to the proposal:
Note: Potential resource allocation and scheduling sub-use case is discussed after the outline of CSI prediction sub-use case is finalized

	Ericsson
	Does this “resource allocation” include the codebook parameter reconfiguration to adjust the CSI overhead? 
Further discuss resource allocation, CSI report configurationand scheduling as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion

	Panasonic
	We support the proposal.

	Huawei/Hisi
	OK

	TCL
	We are fine with the proposal.

	Spreadtrum
	We are not clear about the relationship between ‘resource allocation, scheduling’ and CSI feedback. Hope proponent can provide some clarification.

	SEU
	We think it would be better if this sub-use case is considered in future releases.

	Vivo
	It is out of scope in SID.

	OPPO
	We prefer to consider this study in future releases.

	Fujitsu
	We have the same concerns regarding the workload as summarized by the moderator. Because of this, we prefer to focus on the sub use case of spatial-frequency domain CSI compression only.

	Xiaomi
	We can study it with low priority.

	ZTE
	We agree with leaving this issue for further study in a later release. There is much workload for companies to discuss on CSI compression and CSI prediction, and this use case is studied with lower priority.

	CMCC
	Support the proposal. It can be discussed later with lower priority.

	MediaTek
	We also believe this is out of scope.

	FUTUREWEI
	We suggest not considering this sub use case in Rel-18.

	Samsung
	This sub-use case can be de-prioritized, since we need to limit the “Evaluation work load” for RAN1.

	InterDigital
	Ok with the proposal

	Qualcomm
	Considering the workload, we prefer to focus on the spatial-frequency CSI compression sub-use-case.



Joint CSI prediction and compression
The following table summarize proposals related to joint CSI prediction and compression. 

	Company
	Key Proposals/Observations/Positions

	Samsung
	Proposal 3-1: Study joint CSI prediction and compression as a representative sub-use case of AI/ML based CSI feedback enhancement.

Proposal 3-2: Study joint CSI compression and prediction: gNB-side CSI prediction/extrapolation (approach 1) and UE-side prediction/extrapolation for joint CSI prediction and compression (approach 2) including signaling requirements, CSI configurations, and training strategies.



First round discussion
Proposal: Further discuss the use case after evaluation methodology on joint CSI prediction and compression is clarified. 

Please provide your view below:

	Company
	View

	 OPPO
	AI/ML base CSI compression and prediction can be discussed and evaluated separately for the first-round study. Joint CSI compression and prediction can be finalized as a candidate sub use case that could be considered after clear evaluations on CSI compression/prediction have been done, pros/cons in separate studies have been shown.


	Ericsson
	ok

	NVIDIA
	Fine with FL’s recommendation.

	 Lenovo
	Agree with OPPO, prefer evaluating CSI prediction and CSI frequency/spatial compression separately to avoid complicating evaluation and performance comparison. CSI prediction should be studied under a fixed spatial/frequency transformation approach, e.g., legacy spatial/frequency DFT-based transformation, whereas CSI spatial/frequency compression should be discussed for low Doppler scenarios, in which the channel is mostly invariant over the CSI measurement and reporting intervals

	Panasonic
	We are fine with the proposal.

	BJTU
	Agreed.

	LGE
	We also prefer to discuss CSI compression and prediction separately. 

	Spreadtrum
	Prefer firstly to discuss CSI compression and CSI prediction separately.

	Xiaomi
	We are OK with FL’s proposal.

	Samsung
	We believe this proposal for 2.1.5 can be combined with 2.1.1.2 as both involve temporal-spatial-frequency domain compression. As a second-level detail, companies may discuss which temporal aspect this sub-use case involves, e.g., A) CSI reference resources in the past, B) CSI reference resources in the future, or C) A and B.

	CATT
	Agree with OPPO and Lenovo, maybe this use case can be considered after the evaluations on CSI compression/prediction have been done.

	 Nokia/NSB
	 Proposed rewording for clarification

Further discuss joint CSI prediction and compression as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion

This is a very complex sub-use case for this initial study on ML. As a starting point, we should consider the two problems of CSI compression and prediction separately, so we don’t think we should consider it as an option in this study.

	 CAICT
	Support moderator’s proposal. 

	Vivo
	We are supportive of this proposal.

	FUTUREWEI
	This sub use case may have good potential; however, we suggest not considering additional sub use cases besides those specified in the WID to limit the workload. This sub use case may be considered in future release.

	Apple
	OK

	MediaTek
	Agree with Nokia. Prefer to consider CSI compression and prediction separately.

	NTT DOCOMO
	Support the proposal. Spatial frequency domain CSI compression should be starting point. The advanced sub use-caseof spatial-frequency domain CSI compression can be discussed later based on discussions about CSI compression. 

	ZTE
	We prefer to leave this issue for further study in a later release because CSI compression and CSI prediction should be firstly discussed separately for clear evaluations. Then, joint CSI prediction and compression can be considered a candidate sub use case to study. 


	CMCC
	Support this proposal.
At least, the use case of CSI compression and CSI prediction should be discussed firstly. Then we can go back to this use case later.

	Huawei/Hisi
	OK with it.

	Intel
	we have similar understanding that evaluation of CSI compression and prediction seperately can be studied first

	Qualcomm
	Our preference is to focus on cross-node spatial-frequency CSI compression sub-use-case. It would be better to wait for the completion of R18 MIMO WI before studying ML-based joint CSI prediction and compression.

	InterDigital
	Supportive this proposal with Nokia’s rewording

	Fujitsu
	Considering the evaluation workload, we prefer to focus on the sub use case of spatial-frequency domain CSI compression only.

	Sony
	Support
We prefer the updated wording from Nokia since the proposal needs to be “standalone” for agreement in GTW / at an email checkpoint.

	SEU
	Agree with OPPO.



Second round discussion
Thanks for input! In general, many companies prefer evaluating CSI prediction and CSI frequency/spatial compression separately to avoid complicating evaluation and performance comparison. One company comment that this sub-use case can be merged with 2.1.1.2, where the difference is mainly time domain information is past or future. Based on the discussed, the proposal is updated: 
Proposal 2.5.2: Further discuss joint CSI prediction and compression as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion. 
Please also share your view whether we should merge this use case with 2.1.1.2. 

Please provide your view below:
	Company
	View

	CATT
	Generally OK with the proposal. Since the sub use case involves both CSI compression and CSI prediction, it may be considered after the above two sub-use cases are clear.

	Lenovo
	Prefer to deprioritize, at least after we have some clarity on performance and design details of AI/ML based CSI compression/prediction

	LGE
	As commented in 2.1.1.2, we prefer to prioritize spatial-frequency domain CSI compression. And, if joint CSI prediction and compression is discussed in this release, we prefer to merge this proposal with 2.1.1.2. 

	Ericsson
	Companies are free to include prediction in their training and results and the proponent need to explain if prediction is included in their studies. 

	Panasonic
	We are OK with the proposal.

	Huawei/Hisi
	OK

	TCL
	Support

	Spreadtrum
	Ok

	SEU
	Generally OK with the proposal. We prefer to deprioritize.

	vivo
	This sub use case can be studied after the separated discussions are done and in addition, if the normative work load is allowed.

	OPPO
	OK

	Fujitsu
	Considering the evaluation workload, we prefer to focus on the sub use case of spatial-frequency domain CSI compression only, regardless of whether the sub use case mentioned in this proposal can be merged into 2.1.1.2 or not.

	Xiaomi
	We can study it with low priority.

	ZTE
	We agree with leaving this issue for further study in a later release because CSI compression and CSI prediction should be firstly discussed separately for clear evaluations. Then, joint CSI prediction and compression can be considered a candidate sub use case to study. 

	CMCC
	Support the proposal. It can be discussed later with lower priority.

	MediaTek
	Prefer to consider CSI compression and prediction separately.

	FUTUREWEI
	We suggest not considering this sub use case in Rel-18. This sub use case may be considered in later release.

	Samsung
	We support this proposal; we also support merging this sub-use case with 2.1.1.2.

In our view, leveraging the temporal domain for CSI compression can yield significant gains beyond the improvement obtained by spatial-frequency domain CSI compression. We should not limit this SI to sub-use cases that may only offer marginal gains, as that may limit the benefits of AI/ML for CSI feedback enhancement. We ask other companies to be more open on this point.

We also understand the concerns of other companies that would prefer to de-prioritize this sub-use case.  Thus, we think that the FL’s proposal to “Further discuss” (instead of “Select”) is a good compromise.


	InterDigital
	Ok with the proposal

	Qualcomm
	Considering workload and the fact that R18 MIMO WI would study related problems, we prefer to focus on two-sided or cross-node ML for spatial-frequency CSI compression.



Potential specification impact 
CSI compression with auto-encoder 
Training collaboration 
Autoencoder is typically trained end to end with a loss function to minimize the difference between input and reconstructed output. The end-to-end training can be at one node, and the trained model can be transferred to the corresponding node for joint inferencing operation.  Following table summarizes proposals related to joint training. 

	Company
	Key Proposals/Observations/Positions

	Oppo
	Proposal 4: For CSI feedback compression, study on following collaboration levels:
•	Level 1b: Signaling exchange for AI/ML inference without model exchange before and during AI/ML inference.
•	Level 3b: Signaling exchange for AI/ML inference before and during AI/ML inference, and model exchange for AI/ML inference before AI/ML inference.

	CAICT
	Proposal 3: gNB serves several UEs with the same set of AI/ML model should be considered.

	Apple
	Proposal 2: Auto-encoder/auto-decoder trained at either UE side or at network side should be studied.

	NEC
	Observation 3: Methods to deploy coordinated AI/ML models on UE and gNB are potential specification impacts.

	Lenovo
	Proposal 2	Study the advantages/disadvantages of network-based AI model training vs. UE-based AI model training

	Spreadtrum Communications
	Proposal 3: AI/ML module at UE side can be delivered from gNB, based on UE’s capability. The input format and output format of the AI/ML module also should be included.

	Panasonic
	Proposal 5: For CSI reporting overhead reduction, auto-encoder, which includes an encoder that maps the original input into the code, and a decoder that maps the code to a reconstruction of the original input, is studied.
Proposal 6: For the realization of auto-encoder, how to align the AI/ML model and/or coefficients between UE and gNB and its specification impact should be studied.

	Nvidia
	Proposal 2: Study different training methods for autoencoder based CSI feedback including at least the following options:
•	Option 1: Network performs autoencoder training
•	Option 2: UE performs autoencoder training
•	Option 3: Joint training between network and UE via federated learning
•	Option 4: Joint training between network and UE via split learning

	Mavenir
	Proposal 2: The following 3 areas should be further discussed for specifying the auto-encoder in 3GPP:
•	AI/ML framework design
•	Parameter signaling for the framework
•	CSI feedback design




In addition to transfer the trained model over the air, it was also proposed in agenda 9.2.1 that: 
· R1-2203280, A bilateral training event (likely offline, pre-deployment) between a UE/chipset and a gNB vendor to jointly train both sides ML models 
· R1-2205023: As X-node ML Model involves a model pair working in tandem at the device and the network sides, development of a X-node ML model requires joint training of the model pair. This may be done in any manner between the two involved parties (e.g., between the device vendor and the gNB vendor) or in multi-party agreement (e.g., via agreement among multiple devices and gNB vendors) in their offline engineering. 
Other than joint training, separate training of encoder and decoder was also discussed. The following table summarizes proposals related to separate training, where UE trains encoder and gNB trains decoder. 

	Company
	Key Proposals/Observations/Positions

	Huawei 
	Observation 1: AI/ML-based CSI feedback enhancement requires joint AI/ML inference between gNB and UE, which relies on CSI model matching between UE and gNB.
Observation 2: For two-sided AI/ML models, interaction between gNB and UE may be helpful to guarantee that gNB and UE can separately train their models to achieve matched models without AI/ML model exchange over the air interface.
Observation 3: Supporting separate training for a two-sided model between UE and gNB may have potential specification impact.

Proposal 2: Study whether potential specification impact is needed for following aspects:
–	Separate training for a two-sided model between UE and gNB
–	Training procedure for CSI feedback
–	AI/ML-based CSI codebook for CSI compression	


	Ericsson
	Proposal  11	Study dual-sided AI-based solutions for CSI reporting that enable UE-AI / NW-AI interoperability between different vendors, without the need for joint training.



Separate training reduces the complexity evolving AI/ML model exchange and enable better interoperability between vendors.   
First round discussion
The training location and collaboration further impacts the encoder/decoder input/output discussion, training procedure, life cycle management and UE capability report etc. It is beneficial to have clear understanding the pros/cons of joint and separate methods for model training.  

Discussion: Different training options have been proposed and summarized below. 
· Option 1: Joint training at NW with model exchange with UE
· Option 2: Joint training at UE with model exchange with NW
· Option 3: Joint training in offline engineering with multi-vendor agreements. No model exchange is required after deployment. 
· Option 4: Separate training at UE and NW for encoder/decoder respectively. 
Different specification impacts are expected to support different training options. Further discuss and clarify the pros and cons of each option.  

Please provide your view below:
	Company
	View

	 OPPO
	First, we like to clarify the intention of the proposal is to discuss the potential specification impacts of the training and model exchange. 

We think Option 3 is the baseline. It needs to be discussed and evaluated. We are open to discuss the necessity of Option 1 and 2, i.e., training at NW/UE and model exchange between NW and UE. But it should be questioned that what is the advantage of Option 1/2 beyond Option 3.

For option 4, benefits and feasibility need to be further justified. Separate training at UE and NW for encoder/decoder respectively means a lot of intermediate results/gradients may need to be transmitted between UE and gNB. Usually a training phase needs hundreds/thousand of epoch or iteration to well train a AI/ML model. That may lead to huge air-interface resource overheads. So, not sure which use case needs option 4 and what are the benefits. Option 4 should be deprioritized at this moment.

Moderator:  Yes. The intention is to discuss pros/cons of each option, and the associated potential specification impact. 



	Ericsson
	OK.


	 NVIDIA
	We support to explore these options.

	 Lenovo
	Prefer prioritizing Option 1. Option 2 may also be valid for high-capability Ues. In our opinion, Option 3 may not be feasible as a standalone approach in practice for mobile Ues, since the UE surroundings can change drastically leading to deviations in the channel distribution. Based on that, we would like to suggest including offline pre-training as part of Option-1 and Option-2, as follows,
Option 1’: Joint offline training followed by fine-tuning via real-time training at NW with model exchange with UE
Option 2’: Joint offline training followed by fine-tuning via real-time training at UE with model exchange with NW

	Panasonic
	We agree to discuss further the above four options.

	BJTU
	We agree to explore these options.

	LGE
	We are fine with doing further discussion based on four options. 

	Spreadtrum
	At this stage, we are open. Fine to further discuss all options

	Xiaomi
	We can study these options. For Option 1 and Option2, it needs model exchange while Option 3 and Option 4 does not. However, Option 3 and Option 4 may need collet data to training or fine-tuning AI model. Compare Option 4, Option 3 requires less data or training procedure. Hence, Option 3 with fine-tuning after deployment can be as a baseline.

	Samsung
	We suggest the following revised proposal:

Proposal: In this SI the following AI/ML model training collaborations will be studied:
· Option 1: Joint training at NW with model exchange with UE
· Option 2: Joint training at UE with model exchange with NW
· Option 3: Joint training in offline engineering with multi-vendor agreements. No model exchange is required after deployment.
· Option 4: Separate training at UE and NW for encoder/decoder respectively.
· Option 5: Joint training at both gNB and UE(s) with model exchange
FFS: online training (e.g., fine-tuning) for each option.
Note: joint training needs to be defined.

Different specification impacts are expected to support different training options. Further discuss and clarify the pros and cons of each option.

This discussion also overlaps with the discussion on pros/cons of different UE-gNB collaboration levels in the general framework topic, so we think that these discussions should be coordinated.

Moderator:  Thanks for the update. Would you please elaborate option 5?  
Thanks for your question; we added our thoughts below.

	CATT
	Agree to further discuss these options. 
For option 3, whether multi-vendor agreement is needed or not should be studied. We wonder the feasibility of option 3. It is difficult to guarantee the performance without model updating/ re-tuning.
For option 4, more details on how to realize separate training is needed.

	 Nokia/NSB
	Between the model exchange options (1 and 2), we think option 1 is more reasonable than option 2 because we observed that the number of trainable parameters (size of model exchange) is significantly larger in the decoder than in the encoder. Besides, with option 2, a gNB may need to handle a very large number of models for different Ues, which is unrealistic at this stage.
Option 3 has the advantage of avoiding the model exchange problem but may require a level of cooperation in offline engineering between vendors that may not be attractive/feasible. 
Option 4 is the most flexible, but its practical feasibility needs further study. 

	 CAICT
	We think a per cell level AI/ML based solution should be considered to match the simulation assumption on SLS Umi/Uma scenarios. Then the training process should be gNB centralized and several Ues could use the same AI-encoder. Option 3 should be considered as baseline. The possibility of separate training at UE and NW (Option 4) needs FFS.

	Vivo
	We are supportive of Option-1 and Option-2.
Towards Option-1 and Option-2, we prefer to have the following studies:
1. Study model exchange for cross-node (or dual-sided) AI/ML models and corresponding specification impact.
2. Study model training, storing, updating and downloading options considering different device’s constraints, different kinds of AI/ML implementations in short and long term, dataset availability, storage requirements, adaptivity to different configuration and scenarios, and feature deployment with multi-vendors.

Towards Option-3, we have several questions to clarify as follows:
1. The multi-vendor involvement with this solution is a troublesome issue. We can envision that it could face an unimaginable difficulty in making an agreement among multiple devices and network vendors. In our understanding, because all the engineering is offline and model is invisible to operators or other vendors in 3GPP, it could take an extremely long cycle to develop, train, test or update a joint model in one gNB vendor and one device vendor. Furthermore, to inter-operate with multiple vendors, such an effort needs to be repeated at multiple times for making such an agreement. Can the proponents explain how such an offline arrangement can work, e.g., who would be responsible for the server, who would provide the data, etc? Does this imply UE/gNB has to maintain different repositories for different vendors?
2. This solution needs a lot of standard works in SA2. Since the format of AI-model ID is outside the scope of 3GPP, some additional specifications have to be done in NAS layer in order to properly identify what each AI-model ID indicates. This requires newly designing an AI-related NEF or application enabler layer, whereby the AI-model ID indication can be aware in NAS layer. If Option-3 is agreed in RAN1, do we need to ask SA for its feasibility and get the relevant confirmation before we do the study? 
3. Does this solution imply UE has to download all the models for different configurations and scenarios before its application? Does it mean UE would need to maintain a large repository in its memory, which may not be used in short time? Otherwise, it would be difficult for the models to be adaptive to wireless environment.

Towards Option-4, technology-wise, we have not seen mature options so far. Unlike Option-1 and Option-2, academically and industrially, there is no successful reports to ensure its feasibility. Could the proponents give more details and evidence for the feasibility of this option?


	FUTUREWEI
	Option 1: first choice (typical and less complicated)
Option 4: 2nd choice (may be more flexible but need more study and not sure about performance)
Option 2 and option 3 are less preferred as UE has less capacity and power to train AI/ML model and it is not clear how option 3 will work.

	APPLE
	We support study the pros/cons each each option and corresponding specification impact. 

We would like to clarify all four options are offline training options. 

For option 1, the main issue is that UE might not be able to support the encoder gNB trained. In addition, whether gNB acquires the training data through SRS measured channel or other means need to be studied. 

For option 2, UE has the DL channel measurement. The model is trained UE side server which contains the channel from many Ues. The encoder can be optimized for UE implementation. 

For option 3, scaling is the issue. Assuming 4 gNB vendors and 4 UE vendors perform offline training events, and per gNB/UE vendor 10 models are trained (for different deployment scenarios, feedback overhead, rank etc). Assume the UE model for a chipset are updated 12 times over the lifetime of the chipset (software release every half year), and assuming 6 years of lifetime of a chipset, then per gNB vendor, the total of 4 (UE chipset vendors) x 10 (models) x 12 (model updates over life span of UE chipset) x 6 (life of chipset) = 2880 models updates in gNB side. This is high engineering overhead; it is likely only the top chipset vendor and gNB vendor can support the effort. 

For option 4, we are not clear the technical feasibility and performance of the approach. 


	MEDIATEK
	Prefer option 3 and 4. We understand the benefit of option 4, but we also share the same view as Apple. We are open for further study.

	NTT DOCOMO
	We support the proposal. 
The proponents of Option 4 can introduce detail description enabling separate training for further discussions. 

	ZTE
	We think Option 3 has a higher priority for training collaboration, which needs to be discussed and evaluated. Option 3 has the advantage of avoiding the model exchange problem and it only needs small amount of data for model updating to quickly adapt to the environment. For Option 1 and Option 2, we are open to discuss, but joint training is so ambiguous that it needs to be clarified how the AE model is jointly trained. For Option 4, we are not sure how it can deal with the problem of frequent gradient propagation well between UE and gNB, which may bring huge air-interface resource overhead. So, we leave it to lower priority to consider. 


	CMCC
	We support this proposal.
We prefer Option 1 and 2. More elaboration on Option 4 is needed so that we could be better understanding on how it works.

	Huawei/Hisi
	It should be first clarify what is definition of ‘joint training’. Does it mean the joint training of encoder/decoder, or joint training between UE and gNB? It seems in this discussion it means the former, while in the next discussion it means the latter. Better to align the terminology first.

For Option 1, 2, 4, we are open for discussions and studies.

For Option 3, we share the similar concerns with vivo and Apple, that the offline coordination between numerous combinations of NW vendors and UE vendors are quite challenging, and the burden to NW/UE storage memory to save such numerous models will make it infeasible. In addition, assuming the AI/ML models could be cell-specific or even UE-specific, the frequency of offline updating and the engineering resources consuming will be tremendous to be tolerated by the NW/UE. More clarifications from proponents are needed on the feasibility of Option 3 (which may largely beyond 3gpp), before we start discussing the detailed spec impacts in 3gpp level.

	Ericsson
	For option 3, we agree it is a challenge but there could be overcome with transfer learning etc. After all there are not that many chipset vendors and we already today to bi-lateral alignment between network and device vendors. I don’t think Apple’s scenario of model update every 6th month is realistic. 
But we also think option 1 and 2 is an even greater challenge since general hardware needs to be used in gnB or UE respectively that can receive any model from an external party. It seem this may be possible in the future but not in near term where dedicated and optimized processing is needed. 
Option 5 needs clarification.  

	Intel
	Support proposal, options 1, 2 may not be easy for the time-scale of inference we are looking at, we can investigate options 3, 4.

	Samsung
	For option 5, we wanted to combine the discussion question below on “joint training between network and UE via federated learning or split learning” with this discussion question.
Our understanding of federated learning is that training would occur at both the UE (e.g. updating model weights using its local data) and the gNB (e.g. averaging model updates from different Ues).  That would entail model exchange after deployment.  So we think that this option is distinct from options 1-4.

	Qualcomm
	The wording of the proposal is unclear. It would be good to clarify whether the 4 options refer to offline training scenarios or not. If they are for offline training, then the actual training may not happen at UE or NW but may happen at a server, and there may be no need for training related signaling over the air-interface. This needs to be clearly stated to avoid confusion.
We prefer to focus on studying offline training scenarios. In the near term, on-device models would need offline target-specific development and testing.
It would be best to discuss training related aspects taking into account the discussion in the 9.2.1 general framework agenda. Hence, we prefer to wait for the agreements in 9.2.1 track. Specifically, once the terminology and definition of collaboration levels are clarified, that would provide a useful framework to discuss potential specification impact.

We agree with the challenge on option 1 and 2 mentioned by Ericsson. These are fundamental challenges due to device capability.

To @vivo comments, the issues you raised are equally applicable for online training and offline training. The difference between online and (multi-vendor) offline training is whether we use over-the-air or server-to-server connection to exchange gradients and models. How many models to develop is an orthogonal question to online/offline training. We agree that the potentially large number of models due to multi-vendor scenario and solutions for it should be studied. This is a common problem for online and offline training.

	InterDigital
	We agree to study all four options. Furthermore, we should consider re-training or re-tuning and whether the option used for re-training is the same as that used for the original training.

	Fujitsu
	We support Option 1. Our view is that it is not feasible to implement online training at the UE side.

	Sony
	These types are fine to us. We think “type 1~4” wording is better than “option”. We should discuss about pros/cons of these types at first. We shouldn’t down select these types at this stage.
While we are open to discuss option 3, we have reservations about its applicability to a standards-based open system.



In addition, one proposal mentioned joint training between network and UE via federated learning or split learning. Federated learning or split learning is more advanced learning methods.  

Discussion: Further discussion the joint training between network and UE via federated learning or split learning.  

Please provide your view below:
	Company
	View

	 OPPO
	Considering federated learning or split learning is a good proposal. In SA1 Rel-18 AI/ML study, related topics have been discussed already and results have been captured into TR 22.874. In RAN1, federated learning or split learning could be considered as well, but maybe in Rel-18 we can leave it with low priority and solid works can be done in a later release.



	Ericsson
	Federated learning is a more forward/future looking concept which is in the scope of the SI to be considered and studied, but with lower priority. 

Split learning is the method to jointly train a multi-vendor AE encoder-decoder, i.e. split learning is covered Option 3 in the discussion above.

	NEC
	Fine

	NVIDIA
	Support

	 Lenovo
	Agree with Ericsson, in this early stage of the study, we prefer to deprioritize Federated learning, with further discussion/evaluation of more advanced learning methods pursued at later stages of the study.

	LGE
	Fine with the discussion point. 

	Spreadtrum
	At this stage, we are open. Fine to further discuss all options

	Xiaomi
	These methods can be studied with low priority.

	Samsung
	See option 5 in our revised proposal above, i.e. “Option 5: Joint training at both gNB and UE(s) with model exchange”.

Moderator:  please elaborate option 5. Does it means split learning over NR air interface?
Thanks for your question; we added our thoughts for the previous discussion question.

	CATT
	Agree with OPPO, Ericsson, Lenovo and Xiaomi. Support to deprioritize federated learning and split learning.

	 Nokia/NSB
	These more advanced learning methods can be left for later studies

	 CAICT
	Support

	Vivo
	We are supportive of this proposal.

	FUTUREWEI
	Even though FL/split learning are valid training methods to consider, we prefer not studying FL or split learning (or deprioritized) in Rel-18. 

	APPLE
	OK. 
Our understanding the split learning in NVIDIA’s proposal is split learning over the NR air interface, rather than split learning over different servers. Maybe NVIDIA can clarify.  


	MEDIATEK
	Too early to discuss this kind of detailed options for training.

	ZTE
	Federated learning or split learning is a promising method, but maybe in Rel-18 we thinkit has low priority and needs further discussion and evaluation in a later release.

	CMCC
	These more advanced learning methods can be studied in later releases.

	Huawei/Hisi
	It should be first define what is definition of ‘joint training’. If the proposal/discussion specifically means whether to further discuss ‘federated learning’ and ‘split learning’, we are fine to take them in the long run, while focusing on more mature AI/ML learning mechanism such as supervised learning in the SI. So the suggestion is to remove vague terminology of ‘joint training’ in a future proposal.

	Intel
	We also think we should de-prioritize FL and split learning for now

	Qualcomm
	It would be useful to clarify whether this question is about offline training involving servers or online training involving the NR air interface. We prefer to prioritize offline training framework. Federated or split learning over the air interface is a more advanced scenario that can be studied with lower priority.

	InterDigital
	We have a similar view with the companies that federated learning or split learning should be down-prioritized in Rel-18 and can be studied in the future release.



Second round discussion
Thanks for the input and discussion. Several clarification pointes are needed before further discussion of the specification impact. 
· A clear definition of joint training and separate training. 
· Clarification which options are offline training. 
· Clarification that offline training is at server side, not on device. 
· Clarification of federated learning or split learning over NR air interface are online joint training (pending terminology definition of online training).   
The proposals are updated based on the discussion. 
Proposal 3.1.1.2-1: 
Definition Alt 1: 
· Joint training of two-sided model: A process to train an AI/ML model by learning the input/output relationship of the two-sided model jointly. 
· Separate training of two-sided model: The process to train a pair of AI/ML models by learning the input/output relationship of each model separately with necessary interaction.
Definition Alt 2:
· A two-sided model consists of a paired model-A (i.e., AI/ML model that generates CSI feedback) and model-B (i.e., AI/ML model that uses CSI feedback to reconstruct CSI).   
· Joint training of two-sided model: A process to train model-A and model-B by learning a representation of the input in model-A and reconstructing the output based on the same representation in model-B, jointly.
· Separate training of two-sided model: A process to train model-A and model-B by learning a representation-1 of the input in model-A and reconstructing the output based on a representation-2 in model-B, separately, with necessary interaction. 
Please provide your view below:
	Company
	View

	CATT
	Note that the current terminology list in 9.2.1 does not include definition of joint training or separate training of two-sided model. 
The proposed definition might be correct intuitively. But we would recommenddiscussing the above definition/terminology in 9.2.1(or add it into 9.2.1’s list, if we agree it here first), since it is common to all use cases, but not use-case specific.
Mod: Yes, the intention is to agree here first, then merge back to the terminology list of 9.2.1. In 9.2.1, my understanding is general aspects for all 3 use cases will be discussed. Since this joint/separate training of two sided model is a unique problem to CSI, we can discuss here first to facilitate remaining discussion.    

	Lenovo
	Agree with CATT’s comment

	LGE
	Agree with CATT. We think this issue can be discussed and clarified in 9.2.1.

	Ericsson
	Agree with CATT

	Panasonic
	We agree with CATT.

	Huawei/Hisi
	For Separate training, considering the encoder and decoder have to be compatible, thus the necessary interaction between the training of the encoder and the training of the decoder may be needed.
Separate training of two-sided model: The process to train a pair of AI/ML models by learning the input/output relationship of each model separately with necessary interaction.
Mod: Updated

	SEU
	We agree with CATT. 
For separate training,  the decoder and the encoder do not need to change at the same time. For example, the encoder can be finetuned without changing the decoder. The decoder can be also finetuned at NW side without changing the encoder.

	vivo
	We are not sure of the intention to define both training mechanisms at this early stage. The feasibility of separate training is still on discussion. At least, separate training should be defined after the discussion of its feasibility.
According to our understanding, the definition of both trainings may be detailed as follows:
Two-sided model consists of model-A (i.e., encoder) and model-B (i.e., decoder).
Joint training of two-sided model: A process to train model-A and model-B by learning a representation of the input in model-A and reconstructing the output based on the same representation in model-B, jointly.
Separate training of two-sided model: A process to train model-A and model-B by learning a representation-1 of the input in model-A and reconstructing the output based on a representation-2 in model-B, separately.
Note: Representation-1 and representation-2 may or may not have the relationship, dependent on the algorithm in use.
Mod: Thanks for the alternative definition! It is clear definition. Some editorial change to incorporate the comments from Huawei, and rename encoder/decoder based on earlier discussion. Also try to align two-sided model definition in 9.2.1.  


	OPPO
	For the terminology part, we agree with CATT.
For the discussion on separate training, as we proposed in the first round, benefits and feasibility need to be further justified. Separate training at UE and NW for encoder/decoder respectively means a lot of intermediate results/gradients may need to be transmitted between UE and gNB. Usually a training phase needs hundreds/thousand of epoch or iteration to well train a AI/ML model. That may lead to huge air-interface resource overheads. So, not sure which use case needs option 4 and what are the benefits. We prefer the separate training should be deprioritized in this release.


	Fujitsu
	We agree with CATT. Besides, it would be better to clarify whether it is for online training or offline training.

	ZTE
	We agree with CATT.

	CMCC
	Agree with CATT.

	MediaTek
	Agree with CATT

	Samsung
	We agree with CATT.

	InterDigital
	Agree with CATT

	NTT DOCOMO
	We are fine with the definition. However, the definition of terminologies can be discussed in AI 9.2.1.

	Qualcomm
	In our view, such terminology discussion belongs in the General Aspects agenda (9.2.1) as it is common to all the use cases.

Mod: Yes, the intention is to agree here first, then merge back to the terminology list of 9.2.1. 
This seems to be unique issue for CSI, so far did not see related topic summarized email discussion.




Proposal 3.1.1.2-2: In CSI compression using two-sided model use case, offline training is prioritized. The following offline AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at NW side serverwith model transfer to exchange with UE
· Type 2: Joint training of the two-sided model at UE side serverwith model transfer to exchange withNW
· Type 3: Joint training in offline engineering with multi-vendor agreements. No model transfer is required after deployment.
· Type 4: Separate training at UE side serverand NW side serverfor encoder/decoder CSI feedback generation model / CSI reconstruction model respectively. 
· FFS: Model fine tuning. 
Different specification impacts are expected to support different training options. Further discuss and clarify the pros and cons of each option.

Please provide your view below:
	Company
	View

	CATT
	OK. If needed, we can comeback once the definitions of offline/online training and joint/separate training are clear. In addition:
· We think Type 1 and Type 2 should be prioritized, and Type 4 can be second.
· Can consider add an FFS for online training (fine tuning). Mod: added

	Lenovo
	We are fine with the proposed training collaboration categories; however we would like to clarify that offline training should not precluded from Type 1, 3, and 4. We also have the following text suggestions:
Proposal 3.1.1.2-2: In CSI compression using two-sided model use case, offline training is prioritized. The following offline AI/ML model training collaborations will be further studied:
· Type 1: Joint training at NW side server with model exchange with UE
· Type 2: Joint training at UE side server with model exchange with NW
· Type 3: Joint training in offline engineering with multi-vendor agreements. No model exchange is required after deployment.
· Type 4: Separate training at UE side server and NW side server for encoder/decoder respectively. 
Different specification impacts are expected to support different training options. Further discuss and clarify the pros and cons of each option.

Mod: All four types are offline training. Online training is summarized in next proposal. Model fine tune is added as FFS. Not sure why joint is removed? Joint training means encoder/decoder are trained together for the paired model. Server is removed as suggested. 


	Ericsson
	Similar view as Lenovo, if the model is trained at gNB and downloaded to the UE, then it is not “joint” training, it is single sided training, but inference is joint.
In Type 3 though, the training is actually jointly. It takes place in gNB and UE jointly in the multi-vendor setup and there is no model transfer. 
I think we need to come back to this after definitions in agenda 9.2.1 has stabilized. 
Mod: Please refer definition of joint training. It is defined as the two sided model is trained E2E, i.e., encoder/decoder trained together with one loss function. It is not related the location of training. As long as all layers are trained together, it is joint training. 
Definition in 9.2.1 did not discuss the joint/separate training of two-sided model so far. This is unique problem in CSI discussion. We can discuss and agree and add to the terminology list in 9.2.1 later.  

	Panasonic
	We agree to Lenovo’s suggestion.

	Huawei/Hisi
	1, ‘offline training’ is still open in 9.2.1 with its defination, so it is premature to say we prioritize offline training.
2, ‘server’ is transparent in 3GPP, so we do not need to distinguish where it is trained for the joint training mode, but only emphasize the spec difference on: whether model transfer is needed.
3, In our understanding, Type 3 is 3gpp transparent as there is not need for any signaling. So it can be removed.
4, Joint training may need a clear definition: whether it is joint training of encoder/decoder (as in terminology), or joint training by NW and UE (as in Proposal 3.1.1.2-3)
In CSI compression using two-sided model use case, offline training is prioritized. The following offline AI/ML model training collaborations will be further studied:
· Type 1: Joint trainingof the two-sided model at NW side serverwith model transfer to exchange with UE
· Type 2: Joint training of the two-sided model at UE side serverwith model transfer to exchange withNW
· Type 3: Joint training in offline engineering with multi-vendor agreements. No model exchange is required after deployment.
· Type 4: Separate training at UE side serverand NW side serverfor encoder/decoder respectively. 
Mod: Thanks for the edit. Let us keep type 3 at this moment. Training is outside of 3GPP scope; however this training assumption might impact later discussion on input, output and life cycle management.

	SEU
	We agree with this proposal.

	vivo
	In the framework discussion, offline and online training terminologies are not yet clearly defined.
According to the comments in the previous email discussion, companies have the concerns on each option, especially for option-3 (reliability issue between multi-vendors) and option-4 (feasibility issue). We need to summarize the pros and cons for each option first. Therefore, we suggest aligning the discussion scope for 4 Options before diving deeply, with the points as
1) Configuration and content for encoder input
2) Configuration and content for encoder output 
3) Configuration and content for decoder input (i.e., CSI report)
4) Configuration and content for decoder output
5) Training procedure
6) Model exchange.
7) Others.
Note: the difference between 2) and 3) is whether the model involves pre-processing/post-processing.
This assists us to concrete our discussion by drawing a picture horizontally with Option-1, 2, 3 and 4, and vertically with the above discussion points, where in each grid, the relevant pros and cons can be clarified.
Mod: Thanks for the suggestion! The points summarized in 3.1.2 and 3.1.2 etc. One clarification on (2) and (3). I was under impression that encoder output is the same as decoder input, if quantization/de-quantization is part of the trained encoder/decoder. If quantization is separately specified, then (2) and (3) are different. Pre-processing impact (1), and post-processing impact (4). Is this aligned with your comment?    

	Fujitsu
	We share a similar view as that of CATT.

	ZTE
	We think Option 1 and Option 2 can remove ‘joint’, because the model is single-side trained at gNB or UE. Option 3 is actually jointly trained, which needs to be discussed and evaluated. Since Option 3 has the advantage of avoiding the model exchange problem and it only needs small amount of data for model updating to quickly adapt to the environment. For Option 4, we are not sure how it is separately trained, which needs further clarification. 
Mod: Please refer to the definition of joint training. It is defined as the two-sided model is trained E2E, i.e., encoder/decoder trained together. It is not related the location of training. As long as all layers are trained together, it is joint training.
 

	CMCC
	This proposal is generally fine. For the definition of joint/separate training and online/offline training, we can come back if some conclusions have made in AI 9.2.1.
We prefer Option 1 and 2. The feasibility of Option 4 is still under discussion.

	Samsung
	We agree with other companies’ comments that we need to converge on the definitions of “offline training”, “joint training”, and “separate training” before addressing this proposal.

Also, given Huawei’s earlier comments about the ambiguity of “encoder” and “decoder” in this context, we propose to replace “encoder” and “decoder” as follows:
· “encoder”  “AI/ML model that generates CSI feedback”
· “decoder”  “AI/ML model that uses CSI feedback to reconstruct CSI”


	InterDigital
	We share a similar view with CATT and Ericsson that we better come back after the terminology discussion in 9.2.1

	Qualcomm
	From RAN1 perspective, instead of classifying based on the training options listed, a more relevant classification could be based on signaling requirements, e.g., whether model transfer is required or not. 9.2.1 is actively discussing collaboration levels, e.g., signaling with / without model transfer. We believe potential standardization impact for CSI enhancement should be discussed based on collaboration level instead of training options and we prefer to wait for 9.2.1 to finalize the collaboration level definition before proceeding.

We support prioritizing offline training scenarios. In the near term, on-device models would need offline target-specific development and testing. It would be preferable to focus on such scenarios.

Mod: Thanks for the comment. Current discussion is focusing on offline training.  All four types are offline training, although some type can enable model fine tune or more frequent model update.  

On collaboration level, it is a separate discussion. No matter how collaboration level is defined, the specification impact will be discussed for each level except level 0 which is outside of 3GPP scope. 



Proposal 3.1.1.2-3: In CSI compression using two-sided model use case, the study of the following online AI/ML model training collaborations is not precluded: 
· Joint training between network and UE via split learning.  
· Note: Further update might be needed depending on the online training definitionin general agenda. 

Please provide your view below:
	Company
	View

	Lenovo
	We prefer to limit the study to split learning to help reduce the scope

	LGE
	We think ‘split learning’ should be clarified first. If my understanding is correct, there is no the exact definition of ‘split learning’ neither in 9.2.1 nor 9.2.2.2.
Mod: Split learning is a general definition. Will request 9.2.1 to add this. 

	Huawei/Hisi
	We should say that supervised learning should be taken as a starting point, while other NW-UE joint learning mechanisms are not precluded, instead of ‘will be studied’, which means we have to study/evaluate.
The study of the following online AI/ML model training collaborations is not precludedwill be studied

	TCL
	We agree with LGE.

	Vivo
	Joint training with online AI/ML model training collaborations does not need to be related to the federated learning and split learning. UE/gNB trains the model and transfers the full/partial-model to other side, via an air-interface.
For instance, UE jointly trains the AI-model based on the finetuning mechanism, and transfers the decoder to gNB, and vice versa.
Mod: fine tune is added in previous proposal. Maybe I should change it to distributed learning instead of online learning. 

	Fujitsu
	It can be discussed after online training is clarified in 9.2.1.

	Xiaomi
	Before making decision, we should study online or offline is adopted to training AI/ML model.

	ZTE
	We think it can be discussed after online training is defined in 9.2.1.

	CMCC
	We prefer narrow down the work scope. Besides, the definition of split training and federal training are also need clarification.

	Samsung
	Could you clarify “Further update might be needed”?  Does this mean that other online AI/ML model training collaborations (besides joint training via federated/split learning) may be studied?

We think that there are other online AI/ML model training collaborations that should be studied, including model updates (fine-tuning) at the UE and/or gNB.  Model updates may have less signaling overhead (e.g. for model exchange) and training latency, compared to federated learning.

Moreover, we agree with LGE’s point regarding the ambiguity of “split learning”.

Mod: further update means after online training is clearly defined in 9.2.1. Based on discussion so far, maybe using distributed learning might fit better for federated learning/split learning, which could be further defined in 9.2.1. 


	NTT DOCOMO
	Agree with other companies. Even though split learning is used a lot in the discussion in this agenda, it is better to clarify in the proposal to avoid the later interpretation issue.

	Qualcomm
	We support prioritizing offline training scenarios. In the near term, on-device models would need offline target-specific development and testing. It would be preferable to focus on such scenarios. Federated learning over the air interface is a more advanced scenario that can be studied with lower priority.




Summary
Thanks for the discussion. We need clear definition. And I copy the updated defintions with different options and related proposal below, for future study. 
Proposal 3.1.1.2-1: 
Definition Alt 1: 
· Joint training of two-sided model: A process to train an AI/ML model by learning the input/output relationship of the two-sided model jointly. 
· Separate training of two-sided model: The process to train a pair of AI/ML models by learning the input/output relationship of each model separately with necessary interaction.
Definition Alt 2:
· A two-sided model consists of a paired model-A (i.e., AI/ML model that generates CSI feedback) and model-B (i.e., AI/ML model that uses CSI feedback to reconstruct CSI).   
· Joint training of two-sided model: A process to train model-A and model-B by learning a representation of the input in model-A and reconstructing the output based on the same representation in model-B, jointly.
· Separate training of two-sided model: A process to train model-A and model-B by learning a representation-1 of the input in model-A and reconstructing the output based on a representation-2 in model-B, separately, with necessary interaction. 

Proposal 3.1.1.2-2: In CSI compression using two-sided model use case, offline training is prioritized. The following offline AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at NW side serverwith model transfer to exchange with UE
· Type 2: Joint training of the two-sided model at UE side serverwith model transfer to exchange withNW
· Type 3: Joint training in offline engineering with multi-vendor agreements. No model transfer is required after deployment.
· Type 4: Separate training at UE side serverand NW side serverfor encoder/decoder CSI feedback generation model / CSI reconstruction model respectively. 
· FFS: Model fine tuning. 
Different specification impacts are expected to support different training options. Further discuss and clarify the pros and cons of each option.
Proposal 3.1.1.2-3: In CSI compression using two-sided model use case, the study of the following online AI/ML model training collaborations is not precluded: 
· Joint training between network and UE via split learning.  
· Note: Further update might be needed depending on the online training definitionin general agenda. 

Configuration and content for encoder input 
Following table summarizes proposals related to potential specification impact on encoder input. 

	Company
	Key Proposals/Observations/Positions

	Ericsson 
	Proposal  6	Study model-based MIMO channel feature extraction methods (pre-processing) and associated specification impacts (e.g., additional required signaling over the air interface).
Proposal  7	Study MIMO channel normalization methods, and associated specification impacts (e.g., additional required signaling over the air interface).
Proposal  8	Study Ais based on real- and complex-valued NNs (i.e., do not restrict only to real-valued NNs).


	VIVO
	Proposal 4: Study the specification impact of pre- and post-processing approaches for model input/output to address the issue of adaption to multi-configurations (e.g., bandwidth, number of ports, feedback payloads, antenna configurations, etc.).

	Xiaomi
	Proposal 4: Input/output data format of AI/ML model needs to be defined for sub-use case on overhead reduction.

	Apple
	Proposal 5: Input to the AI encoder needs to be specified such as network configuration of pre-processing.

	NEC
	Observation 1: The format of inputs and outputs for auto-encoders needs to be studied.

	Spreadtrum Communications
	Proposal 5: The configuration of CSI-ResourceConfig and/or CSI-ReportConfig should be enhanced.

	Qualcomm
	Observation 1: Input to a proprietary on-device model cannot be specified.
Proposal 4: The input to the CSI encoder should be left to UE implementation.



First round discussion
Based on the training collaboration options as summarized in 3.1.1, the specification impact can be very different. It is beneficial to clarify the proposed input configuration are associated with which training method.      

Discussion: Further clarify the proposed specification impact for encoder input is targeted for which training option: 
· Option 1: Joint training at the network with model exchange
· Option 2: Joint training at the UE with model exchange
· Option 3: Joint training at offline events through multi-vendor agreement, without model exchange
· Option 4: Separate training without model exchange     

Please provide your view below:

	Company
	View

	 OPPO
	We think Option 3 is the baseline. It needs to be discussed and evaluated. We are open to discuss the necessity of Option 1 and 2. But it should be questioned that what is the advantage of Option 1/2 beyond Option 3.

For option 1, it would be better to specify the input because UE may need to transmit these inputs to gNB. A clear description and definition for the input may be helpful for data alignment and transmission scheduling.
For option 2, the specification may not be needed. For example, if the input is not specified, UE could use CSI-RS/estimated channel/other inputs obtained by different mathematical transformation as the input to train a model. If the input is specified, UE could use the specified input to train a model. 
For option 3, the basic assumption for option 3 is the training would be handled offline. The specify for model input may not needed in 3GPP scope but may be needed in the multi-vendor agreements.

Moderator:  Sorry for the confusion. It was intended to discuss the potential specification impact to describe the encoder input for inferencing, per each training option.  


	Ericsson
	It seems the model-based MIMO channel feature extraction methods (pre-processing) and associated specification impacts (e.g., additional required signaling over the air interface) is not captured here. What is the reason? This is relevant for the encoder input. 

Moderator:  Yes, it is relevant to encoder input. Please further comment whether this information is needed for option 1 when encoder is trained at the gNB? Or apply to other options as well. 


	 NVIDIA
	We support to explore these options.

	 Lenovo
	Prefer to discuss after Issue 3.1.1 is finalized

	LGE
	We are fine with doing further discussion based on four options. 

	Spreadtrum
	At this stage, we are open. Fine to further discuss all options

	Xiaomi
	Agree with Lenovo. Issue 3.1.1 should be firstly discussed. 

	Samsung
	The relationship between pre/post-processing and training strategy is unclear.  We ask FL and companies for further clarification and discussion.

	CATT
	We think encoder input would have spec impacts related to both training and inference. Will be good to discuss 3.1.1 first.

	 Nokia/NSB
	With options 1-3, we think the standard will have to limit the alternatives, e.g., for pre-processing, to configure the model.  The model input will need to either be fixed or small number of choices can be set (e.g., eigenvectors, channel, pre-determined pre-processing outputs).
With option 4, there is more flexibility for the model input since conformance to the set formats/parameters would seem to be the only requirement

	 CAICT
	The training process could be operated offline and whether online training is necessary is not clear yet. Some data exchange among gNB and UE is required for AI/ML model monitoring. The training process might be not visible from specification if only offline training is used.

Moderator:  The discussion here is trying to identify potential specification impact for encoder input for inferencing, based on different options of offline training.


	Vivo
	Our proposed specification impact for encoder input is targeted for joint training at the network with model exchange and joint training at the UE with model exchange (i.e., option 1& option 2). Our comments towards option 3 and option 4 could be referred to the discussion in section 3.1.1.

	FUTUREWEI
	We should wait till discussion on 3.1.1 is clearer. In general, we don’t see the need to clarify the “input configuration”. We may discuss what potential (raw) input may be used while leaving the exact input (and its configuration/format) to implementation’s choice.

	Apple
	For each option, the specification impact for encoder input is different. 
For option 1, since encoder is trained at the gNB and downloaded to UE, the encoder input need to be signaled. For example, whether channel estimate or eigen vector is used as input, whether the input is per RB, per sub-band etc, whether pre-processing is applied, what feature extraction methods is used to prepare the input, whether quantization is part of the downloaded model etc, all need to be configured to the UE. 

For option 2, since encoder/decoder is trained at the UE side server, UE knows the encoder input, therefore no specification impact is expected on input side. 

For option 3, similar as option 2, encoder input is not needed as UE trained the encoder. 

For option 4, maybe AI based codebook need to specified, so input is also not need to specified? 

	MediaTek
	Fine with the proposal for further study.

	NTT DOCOMO
	Support the proposal.

	ZTE
	We agree with Lenovo and xiaomi, Issue 3.1.1 needs discussion and evaluation before Issue 3.1.2. 

	CMCC
	We could discuss it after issue 3.1.1 is finalized.

	Huawei, HiSilicon
	For Option 1, 2, 4, spec impact is observed.
For Option 3, as the training is offline, it is more like a multi-vendor implementation solution rather than what should be discussed/specified in 3gpp. So we may further discuss spec impact of Option 1,2,4. As said in 3.1.1, the feasibility of Option 3 has to be clarified first.

	Intel
	Support to discuss these options

	Qualcomm
	In legacy CSI operation, how to process the channel measurements to derive the CSI feedback is left to UE implementation. Similarly, in AI/ML-based CSI as well, what to input to the encoder should be left to UE implementation. In the near term, on-device models would need offline target-specific development and testing. The output of the decoder can be specified. 
Regarding the relation to the training options, it would be best to discuss training related aspects taking into account agreements in the 9.2.1 general framework agenda. Hence, we prefer to wait for the progress in 9.2.1 track.

	InterDigital
	The model inputs for each option should be studied after discussion 3.1.1 is settled.

	Fujitsu
	We support Option 1.

	Sony
	We prefer to discuss after Issue 3.1.1 is finalized




Second round discussion
Thanks for the comments and discussion. Several companies commented to discuss the topic after issue 3.1.1 are finalized. Since the SID is targeted for a comprehensive AI/ML framework for future releases, different training collaboration methods for offline or online training is expected to be studied. Specification impacts for each training collaboration type are within the scope of the CSI compression using two-sided model use case. 
Proposal 3.1.2.2: Further discuss the potential specification impacts related to the two-sided model model-A (i.e., encoder) input, based on different offline training collaboration defined in section 3.1.1.
Examples are provided for further discussion based on moderator’s understanding of the comments. It is beneficial for companies to further provide input, so we have a better understanding of the proposals. 
· FFS Type 1: Potential specification impact example include model input type/dimension/configuration etc, model-based MIMO channel feature extraction methods (pre-processing) and associated specification impacts (e.g., additional required signaling over the air interface). 
· FFS Type 2: May not need to specify model input. 
· FFS Type 3: May not need to specify model input. 
· FFS Type 4: May not need to specify model input. 

Please provide your view below:
	Company
	View

	CATT
	Support

	Lenovo
	We are generally OK with Proposal 3.1.2.2, however we believe “offline”  and “two-sided” should be removed.
Proposal 3.1.2.2: Further discuss the potential specification impacts related to the two-sided model input, based on different offline training collaboration defined in section 3.1.1.
Mod: removed offline. Encoder 

	Ericsson
	This proposal is obsolete. It is obvious that we will further discuss this in the SI, why would we not?

	Panasonic
	We are fine with the proposal.

	Huawei/Hisi
	As per our comments in 3.1.1, the definition of offline training should be clarified by itself (as well as the 4 types), before we start to discuss spec impacts.
As this proposal is discussing the input of the AI/ML model, it is independent with the training mode, and related more with the inference. 
Proposal 3.1.2.2: Further discuss the potential specification impacts related to the two-sided model input, based on different offline training collaboration types defined in section 3.1.1.
From the inference perspective, the CSI input (both CSI input for encoder, and CSI input for decoder, i.e., compressed CSI) type/dimension may need to be specified. For the pre/post processing, it may or may not be specified (if not specified, it can be part of the model interpretation).
  

	TCL
	Support

	Vivo
	Yes, we can get it studied from a start point in Type 1.
Whether need to specify model input, for Type 2, 3, and 4.

	OPPO
	Support this proposal. 

	Fujitsu
	The type of input is unclear to us.
Mod: updated to encoder input. 

	Xiaomi
	Support 

	ZTE
	We generally agree with Huawei’s view. We think CSI Input may need to be specified for further study.

	CMCC
	Support this proposal.

	MediaTek
	Support

	Samsung
	Support; defining different training collaborations will help us understand their respective specification impacts


	InterDigital
	Supportive with HW’s update

	NTT DOCOMO
	Fine with the proposal.
If Option3 is supported, there is no spec impact in inputs of encoders (including pre-processing and post-processing) in 3GPP, since the input configuration can be determined based on the agreement between multiple vendors.  

	Qualcomm
	In the near term, on-device models would need offline target-specific development and testing. We prefer to focus on such scenarios first. 
Regarding specifying the input, in legacy CSI operation, how to process the channel measurements to derive the CSI feedback is left to UE implementation. Similarly, in AI/ML-based CSI as well, what to input to the encoder should be left to UE implementation.


Summary
Thanks for the discussion. In summary, based on the discussion, also combining vivo’s input in 3.1.1, three type of input are for further discussion. 
· Encoder input with potential specification impact include encoder input type/dimension/configuration. 
· Decoder input with potential specification impact include decoder input type/dimension/configuration. 
· Pre-processing of model-based MIMO channel feature extraction methods  
· No encoder input specification is required. 
Combination of the information might be required due to different training options, which can be further studied. 

Configuration and content for CSI report 
Following table summarizes proposals related to potential specification impact on CSI report configuration, content or decoder output configuration.  

	Company
	Key Proposals/Observations/Positions

	Huawei 
	Observation 5: Supporting AI/ML-based CSI codebook for CSI compression may have potential specification impact.
Proposal 2: Study whether potential specification impact is needed for following aspects:
–	AI/ML-based CSI codebook for CSI compression


	Ericsson 
	Proposal  10	Study CSI enhanced reporting options for dual-sided AI based solutions. For example, the CSI report may include a preferred rank indication, channel quality information, interference information, feature extraction information, and compression quality indicators.

	CATT
	The following aspects are considered for AI/ML based CSI feedback in Rel-18:
· Design on the reporting of the new feedback;
· Signaling design on exchanging AI/ML model parameters;
· Whether training related procedures and/or signaling should be specified;
· Where the AI/ML model should be deployed;
· Procedure design of AI/ML model update and fallback.

	VIVO 
	Proposal 4: Study the specification impact of pre- and post-processing approaches for model input/output to address the issue of adaption to multi-configurations (e.g., bandwidth, number of ports, feedback payloads, antenna configurations, etc.).

	Xiaomi
	Proposal 4: Input/output data format of AI/ML model needs to be defined for sub-use case on overhead reduction.
Proposal 5: How to calculate and feedback the RI, CQI and PMI in AI-based solution needs further to be studied.

	Interdigital 
	Proposal 8:		Possible specification impacts of CSI compression using AI/ML include: pre-processing the measurements at the UE, AI/ML model selection at the UE, CSI prediction at the UE and/or gNB, new CSI report types, new CSI reporting mechanisms and new RS configurations.

	Beijing Jiaotong University 
	Proposal #3: Study the necessary specification change to support CSI compression, considering AI model transfer, enable/disable AI based CSI compression feedback, as well as the format of inference output as CSI compression feedback to gNB.

	Apple
	Proposal 6: Output of the AI decoder needs to be specified such as encoder neural network ID.

	NEC
	Observation 1: The format of inputs and outputs for auto-encoders needs to be studied. 
Observation 2: The mechanisms in CSI reports, such as determination mechanisms on reported UCI bits and how report encoded bits, could be specification impacts.

	Lenovo
	Proposal 8	Study CSI reporting configuration enhancement for AI-based CSI feedback under different network-UE collaboration levels
Proposal 9	Study CSI reporting content enhancement for AI-based CSI feedback under different network-UE collaboration levels

	Spreadtrum Communications
	Proposal 4: Aperiodic CSI reporting should be considered firstly.

	Mavenir
	Proposal 2: The following 3 areas should be further discussed for specifying the auto-encoder in 3GPP:
•	AI/ML framework design
•	Parameter signaling for the framework
•	CSI feedback design

	Qualcomm
	Proposal 5: The output at CSI decoder can be specified.

	Fujitsu
	Proposal 3: For AI encoder/decoder-based method, the study of STD impacts may start from:
· Studying the CSI report configurations and the procedures related to AI encoder/decoder.



Based on different training collaboration options summarized in 3.1.1, the specification impact can be different. It is beneficial to clarify the proposed CSI report and configuration are associated with which training options.      
First round discussion
Discussion: Further discuss the potential specification impact for CSI report and corresponding configurations such as 
· AI based CSI codebook,
· CSI enhanced reporting options for dual-sided AI based solutions 
· Input/output data format of AI/ML model
· pre- and post-processing approaches for model input/output to address the issue of adaption to multi-configurations
· The output at CSI decoder
It would be beneficial for companies to further identify the proposed feedback is corresponding to which training option: 
· Option 1: Joint training at the network with model exchange
· Option 2: Joint training at the UE with model exchange
· Option 3: Joint training at offline events through multi-vendor agreement, without model exchange
· Option 4: Separate training without model exchange     


Please provide your view below:
	Company
	View

	 OPPO
	The proposal is not clear for us.
The potential specification impact for CSI report and corresponding configurations mainly focus on the inference phase. Not sure the relationship with training phase.
In an autoencoder based CSI feedback framework, the output of the encoder can be treated as a “AI based CSI codebook”, but we do not need to specify this “codebook”. Discussion on pre- and post-processing approaches for model input/output can be treated as parts of the AI/ML based solution like traditional may also need these processing.

Moderator:  The intention is the discuss potential specification impact for inferencing, based on different offline training options. 


	Ericsson
	Note that pre and post-processing is also useful to reduce the CSI report overhead (see for example the evaluation paper from vivo). This aspect of preprocessing needs to be captured as well. 

	NVIDIA
	Input/output, pre-/post-processing, CSI reporting, etc. are relevant topics. They heavily depend on how the CSI autoencoder will be designed. 

	 Lenovo
	Prefer to discuss after Issue 3.1.1 is finalized

	Panasonic
	We want to clarify the difference of “out-put data format of AI/ML model” and “the output at CSI decoder”. In an auto-encoder-based CSI compression, is there any difference?

	LGE
	Fine with the discussion point. 

	Spreadtrum
	One clarification: Is ‘AI based CSI codebook’ same as ‘The output at CSI decoder?’ In our mind, there is no codebook design for AI based CSI compression.

	Xiaomi
	It should be discussed after Issue 3.1.1.

	Samsung
	See our revised proposal in 3.1.1 regarding these training options.  As we study these options, we will be able to clarify the spec impact for the CSI report (and corresponding configurations) for each option.

	CATT
	Similar view as OPPO that CSI report only related to inference phase. We are fine to discuss the content of CSI report and the format of the reporting. 

	 Nokia/NSB
	It seems too early in the study to be able to assess specification impact of the different training options. The list itself may need further clarification, for example:
- AI based CSI codebook: it’s not clear if there is a common understanding/definition of codebook in case of ML-based CSI
- input/output data format of AI/ML model: it’s not clear yet if the data and/or data format need to be specified. For example, for the encoder we may need to define the input data and output data format, for the decoder, the input data format and the output data.

Options 1-3 would seem to imply a relatively free format for the AI/ML portion of the CSI report. Then it remains to determine which parts of the feedback are explicit, pre-processing components, RI (if explicitly reported), CQI (how is this calculated?)
For Option 4, specifying the exact format of the report would be more important since separate training seems to imply both sides understanding exactly what is included in the report and how to create/unpack and use that information.

	 CAICT
	The compressed CSI information to be reported at UE side is hard to be mapping to a mathematical expression or a fixed rule. The number of feedback bits should at least be specified. 

	vivo
	We found that some listed items in potential specification impacts overlaps slightly, e.g., in our understanding, AI based CSI codebook is similar to CSI enhanced reporting options for dual-sided AI based solution. It is suggested to re-organize the wording to give a clearer presentation. 
In addition, our proposed CSI feedback reporting enhancements are corresponding to training option 1 and option 2. Our comments towards option 3 and option 4 could be referred to the discussion in Section 3.1.1.

	 FUTUREWEI
	This topic is related to discussion in section 3.1.1 Training collaboration. It would be better if we discuss potential specification impact when the training collaboration discussion is more stable/clearer.

	Apple 
	For each option, the specification impact for CSI report is different.

For option 1, since encoder/decoder is trained at the gNB, gNB knows all the required post processing. UE still choose the proper rank and corresponding NN based on training method. Therefore, CSI report can include the binary encoder output, plus NN ID. 

For option 2, since encoder/decoder is trained at the UE side server, output format and post-processing should be part of UE report so gNB is aware how to process it. 

For option 3, since decoder is trained at gNB via offline event jointly with UE, it seems the NN ID can be part of the CSI report, so gNB can choose the right decoder for inferencing.  

For option 4, maybe AI based codebook need to be specified? 


	MediaTek
	Fine with the further discussion.

	ZTE
	We think this proposal can be discussed and evaluated after Issue 3.1.1 is finalized. We are not clear about ‘AI-based CSI codebook’, whether it means the output of the encoder. If yes, we suggest CSI feedback to substitute ‘AI-based CSI codebook’. In addition, ‘options for dual-sided AI based solution’ needs to be clarified, because we think single-side is okay.

	Huawei, HiSilicon
	For CSI report and corresponding configurations, at least for the inference phase, the followings may be common to all options? We can individually discuss them which are decoupled with the training options, i.e., to discuss the spec impact on inference as a starting point:
· AI based CSI codebook,
· CSI enhanced reporting options for dual-sided AI based solutions 
· Input/output data format of AI/ML model
· pre- and post-processing approaches for model input/output to address the issue of adaption to multi-configurations
· The output at CSI decoder

For spec impact of the training options, same view as in 3.1.2:
For Option 1, 2, 4, spec impact is observed.
For Option 3, as the training is offline, it is more like a multi-vendor implementation solution rather than what should be discussed/specified in 3gpp. So we may further discuss spec impact of Option 1,2,4. As said in 3.1.1, the feasibility of Option 3 has to be clarified first.

	Intel
	Support for further discussion

	Qualcomm
	What to input to the encoder should be left to UE implementation. In the near term, on-device models would need offline target-specific development and testing. The output of the decoder can be specified. 
Regarding the relation to the training options, it would be best to discuss these aspects taking into account agreements in the 9.2.1 general framework agenda. Hence, we prefer to wait for the progress in 9.2.1 track on terminology and collaboration levels.
Configuration and content for CSI report is related to inference, and the considerations on this aspect are common to many of the training options. It is not clear why it is useful to categorize them based on how training was performed.

	InterDigital
	We also think this topic is discussed after Issue 3.1.1 is settled.

	Fujitsu
	1. The following issues during inference operation will have STD impacts:
1a. in order to enable the encoder at UE side working with its paired decoder at gNB side, pairing procedure should be studied;
1b. CSI report configuration for activating (ON) and de-activating (OFF) AI based CSI compression and report should be studied.
1c. CSI report format related configurations should be studied.
2. The following issues on LCM will have STD impacts: 
Alignment operations for encoder/decoder termination, model switch and model updating;
3. Regarding training procedure:
For option 1: Training-aid signals from UE to gNB should be studied.

	Sony
	We prefer to discuss after Issue 3.1.1 is finalized



Second round discussion
Thanks for the comments and discussion. It should be clarified that the intention is the discussion is on potential specification impact for inferencing, based on different offline training options. Similar to 3.1.2, several companies commented to discuss the topic after issue 3.1.1 are finalized. Since the SID is targeted for a comprehensive AI/ML framework for future releases, different training collaboration methods for offline or online training is expected to be studied.  Some comments are related to training procedure itself or LCM aspect, instead of the encoder output at the inferencing stage. Related comments will be further discussed later.
Proposal 3.1.2.2: Further discuss the potential specification impacts related to the two-sided model output, based on different offline training collaboration defined in section 3.1.1. 
Examples are provided for further discussion based on moderator’s understanding of the comments.Companies are encouraged to study and provide further inputs on potential specification impact:
· FFS Type 1:  AI model related information? 
· FFS Type 2: model output type and dimension, model-based MIMO channel feature extraction methods (post-processing) and associated specification impacts
· FFS Type 3: model output type and dimension, model-based MIMO channel feature extraction methods (post-processing) and associated specification impacts 
· FFS Type 4: May need to specify the latent space format? (Supporting company please clarify). 

Please provide your view below:
	Company
	View

	CATT
	We would like to hear some clarification on:
· Whether ‘two-sided model output’ means the output in UE side, or network side, or both?
· We think the inference collaboration may have even stronger impact on spec than training collaboration. But currently we only see the plan to discuss spec impact based on training collaboration.
Mod: In this proposal, it includes both encoder output and decoder output. I will separate them in later discussion. 

	Lenovo
	Prefer removing “two-sided” and “offline” as well. We suggest merging this with proposal with Proposal 3.1.2.2, to discuss both input and output in one proposal for simplicity

	Ericsson
	This proposal is obsolete. It is obvious that we will further discuss this in the SI, why would we not?

	Panasonic
	We agree to Lenovo’s suggestion.

	Huawei/Hisi
	As per our comments in 3.1.1, the definition of offline training should be clarified by itself (as well as the 4 types), before we start to discuss spec impacts.
As this proposal is discussing the output of the AI/ML model, it is independent with the training mode, and related more with the inference. 
Proposal 3.1.2.2: Further discuss the potential specification impacts related to the two-sided model output, based on different offline training collaboration defined in section 3.1.1. 
From the inference perspective, the CSI output (both CSI output for encoder, i.e., compressed CSI, and CSI output for decoder) type/dimension may need to be specified. For the pre/post processing, it may or may not be specified (if not specified, it can be part of the model interpretation).

	Vivo
	As we indicated in Proposal 3.1.1.2-2, we suggest separating the discussion points by
1) Configuration and content for encoder output 
2) Configuration and content for decoder input (i.e., CSI report)
Configuration and content for decoder output
Mod: will do. 

	OPPO
	We share a similar view with vivo. The encoder output and the decoder output should be discussed separately. 

	Fujitsu
	We have a similar comment as that of Proposal 3.1.2.2, it would be better to revise the proposal.

	ZTE
	We have a similar comment as that of Proposal 3.1.2.2 . We think CSI output may need to be specified for further study.

	CMCC
	We are not quite clear about the meaning of “two-sided model output”. It is the output of encoder, the input of decoder or the output of decoder?

	MediaTek
	We also have similar question. What is exactly “two-sided model output”? It seems the first round’s proposal is more comprehensive.

	Samsung
	Support; defining different training collaborations will help us understand their respective specification impacts


	NTT DOCOMO
	We prefer to remove only “offline” in the proposal. It is not necessary to confine offline before the definition of it is still under discussion

	Qualcomm
	Regarding the CSI decoder output, it can be specified so that the gNB can interpret it correctly for scheduling purposes. We prefer to wait for the definition of collaboration levels to be finalized in 9.2.1 and then discuss potential specification impact for each collaboration level.




In addition, how RI and CQI is calculated need further clarification and potential specification impact. 
Proposal 3.1.2.2-2: Further discuss how CQI/RI is calculated with two-sided AI model. 
Please provide your view below:
	Company
	View

	CATT
	Support.

	Lenovo
	In our understanding, CQI/RI calculation issues are more relevant for CSI prediction sub-use case, however we believe it is too early to discuss report quantity calculations before agreeing in outline. Also, this issue should not be linked to “two-sided AI model” only

	LGE
	We are fine with the proposal. We think the definition of CSI reference resource can be discussed for this issue. 

	Ericsson
	Support

	Panasonic
	We are fine with the proposal.

	TCL
	We are OK with the proposal.

	SEU
	Support

	vivo
	We are fine with this proposal.

	Fujitsu
	Support, since throughput is taken as the final KPI, which is sensitive to CQI and RI, in addition to compressed CSI.

	Xiaomi
	Support. We think CQI/RI calculation for one-side AI model should also be discussed. Hence, the proposal can be revised as
Further discuss how CQI/RI is calculated with two-sided AI model.

	ZTE
	We agree with the proposal.

	CMCC
	Support

	MediaTek
	Support

	Samsung
	Support

	NTT DOCOMO
	Fine with the proposal after fixing typo in the proposal.

	Qualcomm
	Support



Summary
Thanks for the good discussion. Based on the discussion, output discussion will be separated as encoder output and decoder output. (encoder/decoder term used for easier discussion). Three types of information can be further studied: 
· Configuration and content of encoder output (Compressed CSI) type and dimension  
· Configuration and content of decoder output (reconstructed CSI) type and dimension  
· Potential post-processing of decoder output 
Combination of the information might be required due to different training options, which can be further studied. 
In addition, CQI/RI will be further studied. 
Training procedure 
First round discussion
Following table summarizes proposals related to training procedure. 

	Company
	Key Proposals/Observations/Positions

	Huawei
	Observation 4: Training procedure for CSI feedback may have potential specification impact.
Proposal 2: Study whether potential specification impact is needed for following aspects:
–	Separate training for a two-sided model between UE and gNB
–	Training procedure for CSI feedback



	CATT
	The following aspects are considered for AI/ML based CSI feedback in Rel-18:
· Whether training related procedures and/or signaling should be specified;


	LG
	Proposal #2: Study potential specification impact for the procedure for transmission/reception of the datasets for training/validation/testing/inference.

	CMCC
	Proposal 3: For AI based CSI enhancement, the potential spec impact on the training data reporting should be studied.

	Qualcomm
	Proposal 2: Consider signaling enhancements to enable the collection of a dataset that may be useful for offline training.
Proposal 3: Focus on offline training scenario, where the development and training of the ML model for CSF happens offline without the need to involve 3GPP signaling.

	MediaTek
	Observation 1: Collecting CSI in the field using a UE for the purpose of testing AI/ML based CSI enhancement designs requires proper processing to remove the possible impairments from the RF circuit.





On high level, offline training is used for CSI compression auto-encoder use case. It is beneficial to discuss the training procedure separately based on joint training and separate training. 

Discussion: For joint training, further discuss the following options:  
· Focus on offline training scenario, where the development and training of the ML model for CSF happens offline without the need to involve 3GPP signaling.
· Signaling enhancements to enable the collection of a dataset that may be useful for offline training.
· Transmission/reception of the datasets for training/validation/testing/inference.
· Training data reporting
· For field data collection, proper processing to remove the possible impairments from the RF circuit is required at UE side.

Discussion: for separate training, further discuss potential specification impact to enable two-sided model between UE and gNB 

Please provide your view below:
	Company
	View

	 OPPO
	First, we suggest to focus on the assumption that the AI/ML models are generated from offline training in Rel-18 study.

From the tdoc and FL summary, we conclude that three main issues need to be clarified first, i.e. (1)focus on offline training only or not, (2)procedure and signaling relate to training data collection need to be specified in this SI or not?(3)How to do the date collection?We prefer focus on offline training in this SI, and discussions on online training are not precluded. We agree that procedure and signaling enhancement to enable the data collection may be useful and specification works may be needed. For the proper processing to remove the possible impairments from the RF circuit is required at UE side, it is a valuable issue and could be discussed.


	Ericsson
	What is CSF?

The header should say “at least” to not preclude other options. 

	NEC
	We prefer to focus on offline training scenario in initial stage of R18 study.

	NVIDIA
	· We assume “CSF” is a typo -> Should be “CSI”.
· At this early stage of the study item, it does not appear necessary to make a prioritization choice between offline training and online training.

	 Lenovo
	In our opinion, in practice completely offline training is not a plausible case 
since offline training data may become mismatched with the input to the model due to changes in the environment, e.g., UE location and/or orientation change, whether, traffic, etc. At least some refinement of the model based on new training data may be needed from time to time, and considering the potential signaling mechanisms and feedback overhead for that signaling should be an important part of this study 

	LGE
	For the initial stage discussion, alternatives can be discussed as the same priority. So, we prefer to remove ‘focus on’ in the first bullet. 

	Spreadtrum
	Fine to focus on offline training, but online fine-tuning can be considered.

	Xiaomi
	At this early stage, offline training should be firstly discussed.

	Samsung
	We support further discussion of options for joint training (see our revised proposal in 3.1.1 regarding training options); transferring a training dataset may be prohibitively complex, so we would prefer to exploit existing signaling for data collection.

	CATT
	Offline training can be the baseline, and we think both offline training and training for model updating can be considered. 
Potential procedure and  signaling enhancement for training can be studied, e.g., procedure and signaling related to data collection for training, training label exchange, etc. 

	 Nokia/NSB
	Joint training:
Option 1. This seems a sensible approach as a starting point
Option 2. This enables data collection for model refinement and future offline model development and can be considered at a later stage. The amount of signalling overhead and the granularity of the reporting are concerns that need addressing.
Option 3. This option seems impractical given the size of datasets involved 
Option 4. It is not clear how this option differs from Option 2
Option 5. Not sure about the need for this requirement which artificially removes certain nonidealities from field data. 

Separate training:
specifying the exact format of the report would be more important since separate training seems to imply both sides understanding exactly what is included in the report and how to create/unpack and use that information.

	 CAICT
	Offline training should be baseline. Some signaling or data exchange should be considered for dataset construction for offline training is still beneficial. 

	vivo
	Towards joint training in an offline manner, we have several questions to clarify as follows:
1. The multi-vendor involvement with this solution is a troublesome issue. We can envision that it could face an unimaginable difficulty in making an agreement among multiple devices and network vendors. In our understanding, because all the engineering is offline and model is invisible to operators or other vendors in 3GPP, it could take an extremely long cycle to develop, train, test or update a joint model in one gNB vendor and one device vendor. Furthermore, to inter-operate with multiple vendors, such an effort needs to be repeated at multiple times for making such an agreement. Can the proponents explain how such an offline arrangement can work, e.g., who would be responsible for the server, who would provide the data, etc? Does this imply UE/gNB has to maintain different repositories for different vendors?
2. This solution needs a lot of standard works in SA2. Since the format of AI-model ID is outside the scope of 3GPP, some additional specifications have to be done in NAS layer in order to properly identify what each AI-model ID indicates. This requires newly designing an AI-related NEF or application enabler layer, whereby the AI-model ID indication can be aware in NAS layer. If Option-3 is agreed in RAN1, do we need to ask SA for its feasibility and get the relevant confirmation before we do the study? 
3. Does this solution imply UE has to download all the models for different configurations and scenarios before its application? Does it mean UE would need to maintain a large repository in its memory, which may not be used in short time? Otherwise, it would be difficult for the models to be adaptive to wireless environment.

Towards separate training, technology-wise, we have not seen mature options so far. Unlike Option-1 and Option-2, academically and industrially, there is no successful reports to ensure its feasibility. Could the proponents give more details and evidence for the feasibility of this option?

	 FUTUREWEI
	This topic is related to discussion in section 3.1.1 Training collaboration. As we haven’t reached agreement on that topic, it is better to wait till the training collaboration discussion is clear/stable. In general, the specification may likely involve:
-  signaling enhancement for data collection (for offline training),
- transmission/reception of the datasets for training / validation, testing and inference
- CSI report (including information needed for AI/ML based approach)
- others that are required in the LCM.

	Apple
	We support further study with focus on offline training. 

For option 1 where encoder/decoder is trained at gNB, it is our understanding how gNB collect the channel used for training needs to be studied, i.e., transmission/reception of data set for training. 

For option 2, training data is UE CSI-RS measurement. May not have additional specification impact to collect training data. 

For option 3, seems training data is shared between UE and gNB through multiple vendor agreement through OTT server. Proponent companies of option 3 should clarify the details. 

For option 4, need further clarification how training is done.  

	NTT DOCOMO
	We are fine with the principle. We assume CSF means CSI feedback.

	ZTE
	In early phase, offline training should be discussed and evaluated. However, there are some details need to be clarified, i.e. only offline trainingis enough or not, (2)how to collect training data and whether it needs to be specified.

	CMCC
	At the early stage, we should first focus on offline training. 

	Huawei/Hisi
	Firstly the definition of ‘offline training’ is not clear: whether it means the ‘offline engineering with multi-vendor agreements’ in 3.1.1, or offline training means ‘the model is trained after the whole dataset is collected’ (with an example of supervised learning) as opposed to online training? It looks different companies have different views.
If it means the latter, we agree that the 5 bullets are valid for further discussions.

	Qualcomm
	In the near term, on-device models would need offline target-specific development and testing. Hence, we prefer to focus on offline training scenarios.
Reporting training data over the air-interface may require a lot of resources. For offline training on the UE-vendor side (option 2) and for training in offline engineering with multi-vendor agreements (option 3), there may not be a need to report training data over the air-interface. 
Signaling that helps to categorize the collected data into different scenarios may be useful to optimize model development. The second item “Signaling enhancements to enable the collection of a dataset that may be useful for offline training” may be beneficial in both joint training and separate training. For instance, as mentioned in our contribution, meta information can convey the CSI-RS configuration ID used to transmit the CSI-RS. The meta information associated with the collected CSI-RS observations would allow the model developer to categorize the data and decide whether different models need to be developed.

	InterDigital
	Not sure if we need to preclude any training options at this point. Also, we don’t have a clear definition of the offline training yet. It is still offline training if we consider re-training/returning procedure additionally?

	Sony
	At initial stage, we should study pros & cons of online/offline training. Then, if needed, we can prioritise which one is better.



Second round discussion
Thanks for the input and discussion.Please further comment on 3.1.1 on definition of joint and separate training. Offline/online training definition is under discussion in general agenda, and whether model fine tune is online training or offline training should be clarified there.  Based on comments, the proposal is updated: 
Proposal: For joint training, further discuss at least the following options:  
· Focus on offline training scenario, where the development and training of the two-sided models for CSI feedback happens offline without the need to involve 3GPP signaling.
· Signaling enhancements to enable the collection of a dataset that may be useful for offlinetraining. 
· Transmission/reception of the datasets for training/validation/testing/inference, and/or exploit existing signaling for data collection.
· Training data reporting
· For field data collection, proper processing to remove the possible impairments to dataset from the RF circuit is required at UE side.
· Potential specification impact to support re-training/re-tuning procedure. 

Proposal: for separate training, further discuss at least the following options: 
· Signaling enhancements to enable the collection of a dataset that may be useful for separate training as well.
· Format of CSI report

Please provide your view below:
	Company
	View

	CATT
	The number of these two proposals is missing.
For the first proposal, we are hesitant to support the 1st bullet, which ‘focus on’ something out of 3GPP. It is also unclear whether model re-deployment/update is allowed or not.
For the second proposal, the ‘seems to be important’ in 2nd bullet seems redundant and should be deleted. And again, we should have clear definition of joint/separate training first.

	Lenovo
	First proposal (joint training):
Agree with CATT’s comments. We also have the following two comments:
- The first two bullets seem to be contradicting each other, in “training …… without the need to involve 3GPP signaling” and “Signaling enhancements to enable the collection of a dataset that may be useful for offline training”. Also does the second bullet refer to some training data refinement? If yes, how can we study signaling enhancements if we presume no 3GPP signaling involved?
- What is meant by “training data reporting”? Is it assumed that training data is reported? If yes, how can this be done without 3GPP signaling?
- Prefer removing field data collection step, as it may be too early to discuss

Second proposal (separate training):
We are fine with this version

	Ericsson
	Proposals Looks ok, we see this as a guidance in some topics that needs more studies. Perhaps replace focus with consider. 

	Panasonic
	We are fine with the proposal.

	Huawei/Hisi
	1st proposal (Joint training)
1, As per our comments in 3.1.1, the definition of offline training should be clarified by itself (as well as the 4 types), before we start to discuss spec impacts.
2, What is the difference between the 3rd bullet (Transmission/reception of the datasets) and the 4th bullet (Training data reporting)?
3, For the 5th bullet: it is too detailed to only capture the impairments to RF circuit. Does it mean the impairment to dataset (e.g., dataset pollution)?
Proposal: For joint training, further discuss at least the following options:  
· Focus on offline training scenario, where the development and training of the two-sided models for CSI feedback happens offline without the need to involve 3GPP signaling.
· Signaling enhancements to enable the collection of a dataset that may be useful for offlinetraining. 
· Transmission/reception of the datasets for training/validation/testing/inference, and/or exploit existing signaling for data collection.
· Training data reporting
· For field data collection, proper processing to remove the possible impairments to dataset from the RF circuit is required at UE side.
· Potential specification impact to support re-training/re-tuning procedure. 

2ndproposal (Separate training): support

	TCL
	We support the proposals.

	Vivo
	As we addressed in Proposal 3.1.1.2-2, we need to summarize the pros and cons for each option first. The detailed discussion can be done after that.

	OPPO
	We support the first proposal for joint training. 
For the second proposal, discussions can be done after the separate training is confirmed by companies.


	Fujitsu
	We share a similar view as that of Lenovo.

	Xiaomi
	For the two proposals, we can study them. At this stage, we also think 3.1.1 should be firstly studied and discussed.

	CMCC
	For the proposal of joint training, we are supportive with it.
For the proposal of separate training, maybe we should first discuss its feasibility.

	Samsung
	We agree with CATT that the second option for the proposal on separate training is confusing.  We propose to modify that option as follows:
· Exact format of the report seems to be important Format of CSI report

Other than that, we support the proposals.


	Qualcomm
	The categorization above based on joint/separate training is not clear. For example, signaling to enable data collection can be relevant to joint and separate training. The need to group the items based on joint or separate training at such an early stage is not clear.



Summary
Thanks for your input! The list is a starting point for next meeting’s discussion. Some items are needed when UE is collecting data, such as the 2nd bullet. Some items might be needed when NW is collecting training data, such as 3rd bullet.  Further discussion is needed to clarify the details.
Proposal: For joint training, further discuss at least the following options:  
· Focus on offline training scenario, where the development and training of the two-sided models for CSI feedback happens offline without the need to involve 3GPP signaling.
· Signaling enhancements to enable the collection of a dataset that may be useful for offlinetraining. 
· Transmission/reception of the datasets for training/validation/testing/inference, and/or exploit existing signaling for data collection.
· Training data reporting
· For field data collection, proper processing to remove the possible impairments to dataset from the RF circuit is required at UE side.
· Potential specification impact to support re-training/re-tuning procedure. 

Proposal: for separate training, further discuss at least the following options: 
· Signaling enhancements to enable the collection of a dataset that may be useful for separate training as well.
· Format of CSI report

Model exchange
Following table summarizes proposals related to model exchange. 

	Company
	Key Proposals/Observations/Positions

	FutureWei
	Observation 2: The CSI feedback overhead reduction and reconstruction accuracy improvement sub use case will enable us to study the following: 
•	how to support various AI/ML operations when involving air-interface
•	proper handling of exchanging AI/ML model and supporting information 
•	joint AI/ML operations (training, inference, and update) between UE and gNB and the corresponding AI/ML model life cycle management

	CATT
	The following aspects are considered for AI/ML based CSI feedback in Rel-18:
· Signaling design on exchanging AI/ML model parameters;


	VIVO
	Proposal 5: Study the specification impact of model exchange in AI/ML for CSI feedback enhancement.

	Samsung
	Proposal 2-3: Study and verify model update of the encoder at the UE, where the transferred/configured AE is required to keep gNB’s training strategy privacy.

	Beijng Jiaotong University 
	Proposal #3: Study the necessary specification change to support CSI compression, considering AI model transfer, enable/disable AI based CSI compression feedback, as well as the format of inference output as CSI compression feedback to gNB.

	Apple
	Proposal 3: Study potential specification impact with AI model exchange including model formats.   

	CMCC
	Proposal 4: For AI based CSI enhancement, the potential spec impact on AI model exchange need to be studied.



First round discussion
Model exchange including model formats and procedure to exchange the trained models. Since joint training of CSI encoder/decoder at NW or UE rely on model exchange between nodes, it would be beneficial to have some discussion here as well. The high-level question is whether 3GPP only focus on the procedure aspects, or both procedure aspects and define 3GPP specific AI model format   

Discussion: For training options that would requires model exchange, i.e., joint training at NW or UE, further discuss potential specification impact on AI model exchange.  

Please provide your view below:
	Company
	View

	 OPPO
	First, we need justify the advantage of AI/ML model exchange supported in NR air interface of that via OTT servers. If no obvious advantage is observed, the AI/ML model exchange may not be in the scope of Rel-18 study.

And we need clarification for the moderator’s proposal. Does the model exchange mean the model transmitting on the air interface or the model indicating on the air interface or both needs to be clarified? This would be the basic issue and may lead to different specification impact.


	Ericsson
	OK

	NEC
	We would like to clarify that, whether “model exchange” includes “exchange of model related identification information”.

	NVIDIA
	Fine with FL’s recommendation.	

	 Lenovo
	Support the moderator’s proposal

	LGE
	Fine with the discussion point. 

	Spreadtrum
	Support

	Xiaomi
	It can be discussed after Issue 3.1.1.

	Samsung
	Support.

Also, model exchange should protect proprietary information. For example, certain aspects of the training strategy may be proprietary (e.g., optimization algorithm, learning rate, mini-batch size, etc.); that information would not be revealed if only model weights are transferred.

	CATT
	Support the proposal.

	 Nokia/NSB
	Some of the aspects that need addressing:
1. content of the model exchange. This may include pre-processing choice, node weights, hyper-parameters, etc.
2. limits on the model, such as number of layers, size of layers, types of layers, etc.
3. signalling format for the model exchange
4. applicability conditions. When multiple models are exchanged, whether switching between models is triggered by the network or UE-initiated under certain conditions

	 CAICT
	Model exchange should be considered including the AI model format for CSI encoder/decoder alignment. The AI model exchange procedure should also be discussed. 

	vivo
	We are supportive of joint training with model exchange. Specifically, we prefer tohave the following studies:
1. Study model exchange for cross-node (or dual-sided) AI/ML models and corresponding specification impact.
2. Study model training, storing, updating and downloading options considering different device’s constraints, different kinds of AI/ML implementations in short and long term, dataset availability, storage requirements, adaptivity to different configuration and scenarios, and feature deployment with multi-vendors.

	FUTUREWEI
	If model exchange is needed (depending on the discussion in section 3.1.1 Training collaboration), we suggest focusing on the model download procedure (not studying how to define the AI model format), at least initially.


	Apple
	Model exchange improve inter-operability in option 1 and option 2.

For option 3, although model exchange is not needed, the scalability and inter-operability is an issue, as the example in earlier comment in 3.1.1. 



	NTT DOCOMO
	Support the proposal.

	ZTE
	We are open to the proposal of model exchange,but some details, i.e. the content of the model exchange, CSI encoder/decoder format alignment, procedure and signaling format for the model exchange, should be clarified. Also, model exchange has relation to model monitoring and updating, so we suggest that high-level definitions and procedures for model exchange can be discussed in 9.2.1.

	CMCC
	We are OK with this proposal. At least for Option 1 and 2, this issue should be discussed.

	Huawei/Hisi
	As long as the ‘joint training’ is clarified, OK to further study the spec impact of model exchange in principle.

	GDCNI
	We support this proposal.

	Qualcomm
	We prefer to wait for the agreements in 9.2.1 track. Specifically, once the terminology and definition of collaboration levels are clarified, that would provide a useful framework to discuss potential specification impact on AI model exchange.
In particular, does the model exchange refer to deployment of fully developed/tested model? Or does it refer to downloading a model previously unknown/untested by the device? Devices may be able to support the former in Rel-19 timeframe. The latter is not possible in Rel-19 and may be a longer-term possibility.

	InterDigital
	We support the proposal

	Sony
	We support to discuss about potential specification impact on AI model exchange in the future.


	

Second round discussion
Thanks for your input and discussion. On terminology, definition of “model transfer” is under discussion in general section. The proposal is updated using model transfer terminology. Based on the definition, model transfer is different from model identification related information.  It was also commented model transfer protect proprietary information such as training strategy. 
Proposal: For training options that would requires model transfer, further discuss potential specification impact on AI model transfer including at least:
· Content of the model exchange. This may include pre/post-processing choice, node weights, hyper-parameters, etc.
· Limit on the model, such as number of layers, size of layers, types of layers, size of model etc.
· Signalling format for the model exchange
· Applicability conditions. When If multiple models are exchanged, whether switching between models is triggered by the network or UE-initiated under certain conditions
· Study model training, storing, updating and downloading options considering different device’s constraints, different kinds of AI/ML implementations in short and long term, dataset availability, storage requirements, adaptivity to different configuration and scenarios, and feature deployment with multi-vendors.
· Others are not precluded
· 

Please provide your view below:
	Company
	View

	CATT
	Support in principle.
For the 4th bullet, it focuses on ‘switching between models’, which seems not so relevant to model exchange. 


	Lenovo
	- Suggest removing the first bullet, since the third bullet “signalling format for the model exchange” would suffice
- For the fourth bullet, suggest rewording “WhenIfmultiple models are exchanged”
- Suggest simplifying the fifth bullet to: “UE capability requirements to support the AI-related signaling, storage and computations”
Mod: let us keep all options on the table for further clarification. UE capability will be discussed in 3.1.9. 

	Ericsson
	Support

	Panasonic
	We are fine with the proposal.

	Huawei/Hisi
	1, post processing added in the 1st bullet
2, size of model added in the 2nd bullet
3, 4th bullet: the wording is not clear. If it means the condition based model switching (may not be tangled with NW-initiate or UE-initiate), then the rewording is needed.
4, Last bullet seem partial overlap with earlier bullets, and lots of complementary information was added, so cross out the last bullet and using ‘others are not precluded’ to replace.
· Content of the model exchange. This may include pre/post-processing choice, node weights, hyper-parameters, etc.
· Limit on the model, such as number of layers, size of layers, types of layers, size of model, etc. 
· Signalling format for the model exchange
· Applicability conditions. When multiple models are exchanged, whether/how switching between models is triggered by the network or UE-initiatedunder certain conditions
· Others are not precluded
· Study model training, storing, updating and downloading options considering different device’s constraints, different kinds of AI/ML implementations in short and long term, dataset availability, storage requirements, adaptivity to different configuration and scenarios, and feature deployment with multi-vendors.

	TCL
	Support the proposals.

	SEU
	Support

	Vivo
	In the framework discussion, the definition of model transfer is defined as delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.
Thus, there are three cases for the runtime image generated for the deployed model
· Case1: runtime image with fixed model parameters in the image
· Case2: runtime image having ability to flexibly update model parameters
· Case3: runtime image having ability to flexibly update both model parameters and structure
@ E/// and Qualcomm: Case 1 and case2 are both possible for today’s typical AI/ML applications on NPU. Thus, it is not appropriate to state that option1 is not possible in near future.

	OPPO
	First, we need to discuss the pros/cons of AI model transfer, and then discuss the potential specification impact in detail.


	Fujitsu
	Support.

	Xiaomi
	Fine to consider these potential specification impact. The condition of model exchange is also needed to discuss. i.e., when the model needs to be updated or exchanged.

	ZTE
	We think Limit on the model in the 2nd bullet may be unclear, since AI model may include two parts: model structure and node weights. According to the meaning of 2nd bullet, we suggest model structure instead. In addition, we suggest adding a sub-bullet as follows: 
· Others are not precluded 
It provides more flexibility for companies to further study.

	CMCC
	We are generally ok with this proposal and prefer Huawei’s version.

	MediaTek
	Fine for the further study.

	Samsung
	We propose to modify the second bullet as follows:
· Model structure, e.g. number of layers, size of layers, types of layers, etc.

At this stage of the SI, we don’t need to place any limits on AI/ML models.

Other than that, we support the proposal.


	InterDigital
	Ok with the proposal

	NTT DOCOMO
	Support the proposal.

	Qualcomm
	In the near term, on-device models would need offline target-specific development and testing. We prefer to focus on such scenarios. A model transferred to a device that was not developed in a target-specific manner for the device may not be supported in the near term.

Also, we think this topic should be discussed under 9.2.1 agenda as it is common to all use cases.




Summary
Thanks for the discussion. I am updating the list based on comments for future study.  
Proposal: For training options that would requires model transfer, further discuss potential specification impact on AI model transfer including at least:
· Content of the model exchange. This may include pre/post-processing choice, node weights, hyper-parameters, etc.
· Limit on the model structure, such as number of layers, size of layers, types of layers, size of model etc.
· Signalling format for the model exchange
· Applicability conditions. When If multiple models are exchanged, whether switching between models is triggered by the network or UE-initiated under certain conditions
· Study model training, storing, updating and downloading options considering different device’s constraints, different kinds of AI/ML implementations in short and long term, dataset availability, storage requirements, adaptivity to different configuration and scenarios, and feature deployment with multi-vendors.
· Others are not precluded

Scalability of AI/ML model for CSI feedback
Following table summarizes proposals related to the scalability of AI/ML models

	Company
	Key Proposals/Observations/Positions

	Huawei
	Observation 7: Supporting scalability of the AI/ML model for CSI feedback may have potential specification impact.
Proposal 2: Study whether potential specification impact is needed for following aspects:
–	Scalability of AI/ML model for CSI compression

	VIVO
	Proposal 3: Study the specification impact of utilizing multiple AI models to address issues of scenario (e.g., Umi, UMa, Indoor, etc.) and configuration adaption (e.g., bandwidth, number of ports, feedback payloads, antenna configurations, etc.) in AI/ML for CSI feedback enhancement, including:
-	Procedure and signaling for scenario- and configuration-specific data collection;
-	Procedure and signaling for model selection;
-	Signalling to indicate the application scope of each model.

	NEC
	Observation 4: For sub use case, multiple models may be arranged, but only one model is needed for model inference.

	CMCC
	Proposal 5: How to design generalized model(s) under different configurations for AI based CSI enhancement should be studied.



The scalability of AI/ML model corresponding to different configurations and deployment scenarios. There is a performance and complexity tradeoff between generic AI/ML models versus targeted models for different cases. 

Discussion: It will be beneficial to have further discussion on the scalability and corresponding spec impact after further evaluation in agenda 9.2.2.1.    

Quantization  
Following table summarizes proposals related to quantization. 

	Company
	Key Proposals/Observations/Positions

	Ericsson 
	Proposal  9	Study quantization methods for UCI, including quantization aware training and complex-valued activation functions.

	VIVO
	Observation 5: The quantizer can be either plugged into the auto-encoder beneficially with end-to-end AI model training feature or placed out from the auto-encoder beneficially with the flexibility in feedback overhead design.
Proposal 9: Study the specification impact of both AI-based quantizer and non-AI-based quantizer for down-selection.

	Apple
	Proposal 4: Consider quantization be part of the AI model or specified separately.  

	Nokia
	Proposal 2. For the autoencoder-like machine learning solutions, study the impact of quantizers on CSI feedback compression.



Quantization is one key aspect of auto-encoder based CSI feedback design. Potential specification impact related quantization aspect including AI-based quantizer, non-AI based quantizer, quantization aware training, complex valued activation function etc.     

Discussion: It will be beneficial to have further discussion on quantization methods and corresponding spec impact after further evaluation in agenda 9.2.2.1.    

Life cycle management 
Following table summarizes proposals related to life cycle management. 

	Company
	Key Proposals/Observations/Positions

	Huawei
	Observation 6: Supporting AI/ML model monitoring for CSI feedback may have potential specification impact.
Proposal 2: Study whether potential specification impact is needed for following aspects:
–	AI/ML model monitoring for CSI feedback

	FutureWei
	Observation 2: The CSI feedback overhead reduction and reconstruction accuracy improvement sub use case will enable us to study the following: 
•	how to support various AI/ML operations when involving air-interface
•	proper handling of exchanging AI/ML model and supporting information 
•	joint AI/ML operations (training, inference, and update) between UE and gNB and the corresponding AI/ML model life cycle management

	ZTE
	Proposal 3: During study phase, evaluate and identify the solutions to perform AI/ML model monitoring/updating.

	CATT
	The following aspects are considered for AI/ML based CSI feedback in Rel-18:
· Where the AI/ML model should be deployed;
· Procedure design of AI/ML model update and fallback.

	VIVO
	Proposal 8: Study the specification impact of different model performance monitoring approaches in AI/ML for CSI compression.

	NEC
	Observation 3: For evaluating the model performance, the following information should be exchange between gNB and UE.
-	Information reflecting model performance.
-	Information indicating results of evaluation.
Proposal 3: Study the mechanism of evaluating model performance to facilitate AI model lifecycle management
Proposal 4: Study the behaviors of UE or (and) gNB after AI model performance deteriorates.
Proposal 5: Study the mechanism of model selection to facilitate AI model lifecycle management.
Proposal 6: Support the location/CQI report timing set mapping table based on AI/ML.
Proposal 7: Support the location/CQI periodicity mapping table based on AI/ML.

	Beijing Jiaotong University 
	Proposal #3: Study the necessary specification change to support CSI compression, considering AI model transfer, enable/disable AI based CSI compression feedback, as well as the format of inference output as CSI compression feedback to gNB.

	CAICT
	Proposal 4: Some original CSI information feedback could be considered for AI/ML model monitoring.

	Apple
	Proposal 7: AI life cycle management needs to be specified.  

	Spreadtrum
Communications
	Proposal 7: Both gNB and UE can be considered to monitor AI/ML model.
Proposal 8: The better generalization of AI/ML model should be strived, to avoid frequent AI/ML model updating.

	Qualcomm
	Proposal 6: Study signaling and procedures for X-node CSF performance monitoring, including assistance information, performance report and indication of model deactivation, retraining or switching.

	Fujitsu
	Proposal 3: For AI encoder/decoder-based method, the study of STD impacts may start from:
· Studying the AI ON/OFF switching and the AI operation alignment for AI encoder/decoder.



Discussion: AI life cycle management is tightly coupled with the discussion on joint/separate training, training procedure, model exchange, scalability of AI models etc. The topic can be further discussed following a better understanding of earlier topics.   


 UE capability 
Following table summarize the proposals related to UE capability.   

	Company
	Key Proposals/Observations/Positions

	VIVO
	Proposal 6: Study the specification impact of reporting various UE capabilities/status towards AI/ML models for CSI feedback enhancement.
Proposal 7: Study the impact of the following cases in UE capability/status reporting for CSI compression: 1) the whole model (encoder and decoder) is available at UE side; 2) only the encoder is available at UE side.

	Samsung
	Proposal 4-1: Study UE processing time impact on online training for update, transfer, and download.

	Lenovo
	Proposal 7	Study capability signaling enhancement corresponding to AI-based CSI feedback under different network-UE collaboration levels

	Spreadtrum Communications

	Proposal 6: How to define/reflect the complexity of the AI/ML operation in the specification should be considered.



Discussion: The UE capability report is related to joint/separate training, model exchange and scalability as well. The topic can be further discussed following a better understanding of earlier topics.   


 Testability 
Following table summarize the proposals related to testability.   

	Company
	Key Proposals/Observations/Positions

	Apple
	Proposal 8: Testability of AI based CSI feedback needs to be studied based on where the AI encoder/decoder is trained.  



It was pointed out that if the AI model trained at network and encoder is downloaded to UE, UE will not be calculating the CQI accurately without decoder inferencing. Furthermore, UE has limited control of the PMI feedback quality. It was proposed no test case in this case, similar to traditional SRS based approach.  

Part of the discussion on CQI can be merged into 3.1.5. For testability, it was recommended to be further discussed in next meeting. 

 Loss function 
Definition of loss function has been proposed. 
	Company
	Key Proposals/Observations/Positions

	Ericsson 
	Proposal  1	Synthetic datasets based on TR 38.901 are used for the CSI use case in this SI.
Proposal  2	Define Per-sample loss function as the loss function defined for individual samples (e.g., individual MIMO channels).
Proposal  3	Define Loss function as the loss function observed over (mini-) batches, including any regularization terms. The loss function can be viewed as the overall objective function that e try to minimize during training.
Proposal  4	Strive to align on per-sample loss functions for 3GPP evaluations.
Proposal  5	Study per-sample loss functions that support multi-layer transmissions and well approximate SNR and/or throughput.


It is recommended to be discussed under evaluation sub-agenda.

 Others  
If any other potential specification impact has been identified but not captured in above list, please input here: 

	Company
	View

	Fujitsu
	Since the encoder at the UE side should work with its paired decoder at the gNB side, so we have the following proposal.

Proposal 3: For AI encoder/decoder-based method, the study of STD impacts may start from:
· Studying the procedures related to pairing the AI encoder and the AI decoder.

	 Ericsson
	It seems the solutions for CSI enhancement requiring only single sided ML model is missing from this summary. 

	Samsung
	RAN1 should discuss the specification impact of enabling model fine-tuning at a UE.  For example, a UE could report training/validation results to the gNB after it completes fine-tuning.

	
	

	
	




CSI Prediction 
Following table summarize the proposals related to potential specification impact of CSI prediction use case.   

	Company
	Key Proposals/Observations/Positions

	Huawei
	Observation 8: Training/monitoring procedure for CSI prediction may have potential specification impact.

	VIVO
	Proposal 12: Study the specification impact of both gNB- and UE-based CSI prediction.
Proposal 13: The input and output of CSI prediction should be aligned between the gNB and UE.
Proposal 14: The specification impacts of different levels of scenario specific models should be studied.
Proposal 15: Study the finetuning process of AI-based CSI prediction.

	NEC
	Proposal 1: Support CSI feedback compression and CSI prediction as one of the final representative sub use cases.
Proposal 2: Support the adjustment of CSI feedback rate/ CSI reporting pattern based on the predicted CSI variation points as one of the final representative sub use cases.

	Oppo
	Further clarify details of the CSI prediction before identifying its collaboration level.

	Nokia
	Proposal 5: Consider UE sided as well as gNB sided channel prediction, as well as potentially include combined prediction between UE and gNB.

	Panasonic
	Proposal 2: The framework of AI/ML function located within UE can be considered for the sub use case of CSI estimation accuracy improvement / CSI prediction at UE.

	MediaTek
	Observation 2: The design of AI/ML based CSI prediction needs to consider the device’s ability to maintain continuity, which determines how channel correlation in time can be exploited.

	Fujitsu
	Proposal-2: The following two sub use cases for CSI feedback enhancement can be used as the candidates for final decision:
1. CSI feedback prediction in time domain by using AI residing in UE.




Discussion: Further discuss the potential specification impact after evaluation methodology on CSI prediction is clarified.

Others
If any other potential specification impact has been identified for other sub-use cases, but not captured in above list, please input here: 

	Company
	View

	 Ericsson
	 It seems the solutions for CSI enhancement requiring only single sided ML model is missing from this FL summary. 
Moderator: CSI enhancement requiring only single sided ML model use case is summarized under section 2. For potential specification impact, there is limited high level proposals in this meeting. It is beneficial that companies promoting single sided ML model for CSI enhancement bring more detailed specification impact proposals in Aug meeting for more detailed discussion. 

	
	

	
	

	
	




Proposals for email endorsement 
Proposal 2.1.1.1.2: Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
·       Note: Study of other sub use cases is not precluded.
·       Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 
Proposal 2.1.1.2.2: Further discuss temporal-spatial-frequency domain CSI compression using two-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
Proposal 2.1.1.3.2: Further discuss improving the CSI accuracy based on traditional codebook design using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
Proposal 2.2.2: Further discuss CSI prediction using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
Proposal 2.3.2: Further discuss CSI-RS configuration and overhead reduction as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
Proposal 2.4.2: Further discuss resource allocation and scheduling as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
Proposal 2.5.2: Further discuss joint CSI prediction and compression as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion. 
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