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Introduction
This document summarizes the discussions during RAN1#109-e for the following email thread.

[109-e-R18-AI/ML-07] Email discussion on evaluation of AI/ML for positioning accuracy enhancement by May 20 – Yufei (Ericsson)
· Check points: May 18

This discussion corresponds to the objectives related to the positioning use case described in RP-213599 (SID) below.
	RP-213599 (SID):
Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.

Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 

AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g., model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

For the use cases under consideration:

1. Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.
…

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.



Deployment Scenarios and Simulation Assumptions
Deployment scenarios
For evaluation of AI/ML enabled positioning, one important question is, what deployment scenarios should be used, and what channel model should be applied for the selected scenario.
Companies’ view from contribution
For the topic of which deployment scenario(s) to use in the evaluation of AI/ML based positioning, companies’ views are listed below, based on the submitted contributions.

	· Huawei (R1-2203144)
Proposal 5: For AI/ML-based positioning evaluation, adopt IIoT scenario as baseline.
•	A small number of gNB antennas should be evaluated.

	· ZTE (R1-2203252)
Proposal 1: AI/ML for NR positioning should target on improving positioning accuracy under heavy NLOS conditions.
Proposal 4：Reuse common scenario parameters defined in Table 6-1 of TR 38.857, which defines the carrier frequency, bandwidth, sub-carrier spacing, UE antenna configuration, network synchronization error, and UE/gNB Rx/Tx timing errors.
Proposal 5: Reuse parameters common to InF scenarios defined in Table 6.1-1 of TR 38.857 with the following modifications (also highlighted in Appendix B),
· InF-DH channel should be the baseline for evaluation;
· UE horizontal drop is not required to be in a convex hull;
· No need to have dynamic UE/gNB antenna heights;
· Baseline clutter parameters {density , height , size } for InF-DH channel are {60%, 6m, 2m}.


	· Ericsson (R1-2203285)
Proposal 1 Prioritize the use cases of indoor smart factory for the study of AI/ML based positioning enhancements.
Proposal 2 The sub use cases include indoor factory floor (a) with sparse clutter and (b) with dense clutter.
Proposal 3 Deprioritize general outdoor commercial use cases for the study of AI/ML based positioning enhancements.

	· CATT (R1-2203455)
Proposal 2: For AI/ML-based positioning evaluation in Rel-18, the scenarios of InF-DH and InF-DL should be considered.

	· Vivo (R1-2203554): 
Proposal 1:	Select the InF-DH scenario with clutter parameter {density 60%, height 6m, size 2m} as a typical scenario for positioning accuracy enhancement evaluation.


	· Xiaomi (R1-2203812)
Proposal 1: The 1st priority for the study of AI/ML based positioning accuracy enhancement is the inF-DH scenario 
· Parameters listed in Table 6.1-1 and Table 6.1-1 of 38.857 could be the starting point of evaluation 


	· Samsung (R1-2203901)
Proposal 1: At least InF-DH and/or InF-DL scenarios shall be considered in AI/ML for positioning evaluation.
Proposal 2: Simulation assumption in Rel16/17 Positioning enhancement can be a starting point for AI for positioning evaluation.
Proposal 3: The high clutter density {60%, 6m, 2m} for clutter parameters in InF scenarios shall be specified as another baseline for AI/ML evaluation.


	· OPPO (R1-2204019)
Proposal 1: For the evaluation of AI/ML-based positioning accuracy improvement, support the InF-DH scenario with the high clutter density set as 60%. 

	· FUTUREWEI (R1-2204104)
Proposal 1: For evaluation methodology, reuse the following scenarios specified in [3]:
· IIOT use case: 
· Scenario 1. InF-SH for FR1 and FR2
· Scenario 2. InF-DH for FR1 and FR2
· General commercial use cases:
· Scenario 2. UMi street canyon for FR1 and FR2 (ISD 200m)
· Scenario 3. UMa (ISD 500m) for FR1 only (Macro cell only deployment scenario)
Proposal 2: For scenario parameters, reuse the following:
· Common parameters applicable to all scenarios: reuse the common parameters for Rel-17, specified in Table 6-1 of TR 38.857 [3].
· Common parameters for InF scenarios: reuse the common parameters for Rel-17, specified in Table 6.1-1 of TR 38.587 [3].
· Parameters for Urban micro (UMi) scenario: reuse parameters specified in Table 6.1.1-4 of TR 38.855 [4]. 
· Parameters for Urban macro (UMa) scenario: reuse parameters specified in Table 6.1.1-6 of TR 38.855 [4].  


	· LG (R1-2204153)
Proposal #1. Consider the followings channel models and candidate parameter values for heavy NLOS conditions for positioning accuracy enhancement based on AI/ML as
· Channel model: InF-DH (mandatory) / InF-DL (optional)
· Candidate parameter values: clutter size, clutter density, height of BS etc.


	· InterDigital (R1-2204159)
Proposal 1: Use IIoT scenarios (e.g., InF-DL or InF-DH) from TR 38.901 as one of the evaluation scenarios for AIML based positioning
Proposal 2: Evaluate performance of the UEs located in the corner of the factory floor in IIoT scenarios


	· CAICT (R1-2204184)
Proposal 1: IIOT use cases defined in 38.857 could be used as high priority for evaluation.


	· Apple (R1-2204242)
Proposal 2: To demonstrate the efficacy of the method a comparison of AI-based positioning methods and traditional positioning methods should be evaluated in a  heavy NLOS scenario and a light NLOS scenario. 
· Use cases with heavy NLOS defined in 38.857 (Study on NR Positioning Enhancements (Release 17)), e.g. InF-DH, should be selected for evaluation.
· A low NLOS use case (e..g UMa) may also be evaluated for comparison
· The clutter parameters for the InF-DH scenario should harmonized.
· Additional non-ideal assumptions such as UE/TRP Rx/Tx timing errors and synchronization errors may  also be considered as optional.
· Spatial consistency is recommended.
· The absolute-time-of arrival model defined in TR 38.901 should be considered.


	· CMCC (R1-2204299)
Observation 1: Compared with legacy positioning schemes, AI/ML based positioning schemes could improve the positioning accuracy for heavy NLOS scenario. 


	· Lenovo (R1-2204421)
Proposal 1: RAN1 consider to AI/ML evaluation scenarios with high NLOS/multipath, e.g., Indoor factory scenarios with dense clutter.


	· Fraunhofer (R1-2204837)
Proposal 2: 	Evaluate the performance of ML based positioning technologies for at least two areas:
- Areas was covered by the training data
- Area is in between areas covered by the training. 


	· NVIDIA (R1-2204844)
Proposal 1: Focus on scenarios with heavy NLOS signal propagation conditions between base station and UE to study AI/ML based algorithms for positioning accuracy enhancements.
Proposal 2: Indoor factory (InF) scenarios should be evaluated as part of the study on AI/ML based algorithms for positioning accuracy enhancements.
Proposal 3: Use the simulation assumptions in TR 38.857 as a starting point for the evaluation of AI/ML based algorithms for positioning accuracy enhancement.


	· Qualcomm (R1-2205028)
Proposal 1: The evaluation should focus on demonstrating positioning accuracy enhancements using AI/ML methods in challenging multipath and NLOS conditions in both indoor and outdoor conditions. 
Proposal 2: For evaluation scenarios, consider InF-DH deployment with extreme clutter conditions for indoor scenarios and UMi/UMa with small LOS probability for outdoor scenarios). Companies to agree on updated clutter and LOS settings for proposed scenarios.
Proposal 3: The channel model in TR 38.901  is adequate for conducting initial evaluation on AI/ML positioning enhancement. It is recommended to have spatial consistency and/or consistent temporal evolution enabled, as in Section 7.6.3.1 and 7.6.3.2 for generating the channels. 
Proposal 4: Companies to agree on channel characteristics to be used for evaluating ML positioning, including LOS probability, decorrelation distance (if any), etc., only if the current values specified in TR 38.857   or the agreed parameters on in Rel-17 found to be insufficient. 
Proposal 5: RAN1 to recognize and document the necessity for studying improved channel models for future studies.
Proposal 6: Companies are also encouraged to submit evaluations with ray tracing or with field data to understand the performance of AI/ML positioning methods in real world scenarios due to the known drawbacks of using statistical channels.


	· Fujitsu (R1-2205080)
Proposal 1: In order to generate AI/ML-catered datasets with sufficient target channel properties for training, additional simulation parameter sets should be developed by adjusting and expanding the existing cases defined in TR38.857.
Proposal 2: For the evaluation on AI/ML for positioning accuracy enhancement, field data should be excluded during the study item phase.



1st round discussion
As a reference, various channel models have been developed in TR38.901 for the IIoT indoor factory use case, which reflect the various layout of the factory floor. The following are the sub-scenarios in TR38.901:
· InF-SL:	 Indoor Factory with Sparse clutter and Low base station height (both Tx and Rx are below the average height of the clutter)
· InF-DL: Indoor Factory with Dense clutter and Low base station height (both Tx and Rx are below the average height of the clutter)
· InF-SH: Indoor Factory with Sparse clutter and High base station height (Tx or Rx elevated above the clutter)
· InF-DH: Indoor Factory with Dense clutter and High base station height (Tx or Rx elevated above the clutter)
· InF-HH: Indoor Factory with High Tx and High Rx (both elevated above the clutter)

Based on companies’ contributions, IIoT Indoor Factory (InF) scenarios have wide support, even though companies have different take on exact which sub-scenarios under InF to use.
Support (17): 	Huawei, HiSilicon (IIoT), ZTE(InF-DH), Ericsson (InF-SH,  InF-DH),  CATT (InF-DH, InF-DL),  Vivo (InF-DH), Xiaomi (InF-DH), Samsung (InF-DH, InF-DL), OPPO (InF-DH), FUTUREWEI (InF-SH, InF-DH), LG (InF-DH (mandatory) / InF-DL (optional)), InterDigital (InF-DH, InF-DL), CAICT (IIoT in 38.857), Apple (e.g., InF-DH), Lenovo (InF with dense clutter), NVIDIA (InF), Qualcomm (InF-DH) 

Accordingly, it is recommended to adopt InF scenario for evaluation of AI/ML based positioning. Details are to be further discussed. 
Please indicate if you support or do not support the proposal, and provide further comments if any.

Proposal 2.1.2-1
The IIoT indoor factory (InF) scenario is a prioritized scenario for evaluation of AI/ML based positioning. 

	
	Company

	Support
	Vivo, Apple,OPPO, Samsung, Futurewei, ZTE, CATT, LG, Fujitsu, CAICT, NVIDIA, InterDigital, HW/HiSi,Xiaomi, Spreadtrum,CMCC, Fraunhofer, Nokia/NSB, Lenovo, Qualcomm, Ericsson

	Not support
	



	Company
	Comments

	Fujitsu
	We fully support have InF scenario as a prioritized use cases.

	InterDigital
	In addition, accuracy of UEs based on the location in the factory (e.g., within a convex hull, corner of factories) should be considered for the InF scenario when evaluating accuracy of positioning methods.

	Nokia, NSB
	We support both InF-SH and InF-DL/DH for further evaluations, depending on the sub-use cases chosen for further study.

	Qualcomm
	We are ok to consider indoor factory scenario as a prioritized scenario.	




Among sub-scnearios of InF, 3 sub-scenarios were explicitly proposed by companies. In Rel-17 study item (see Appendix A, simulation parameters in TR38.838), InF-SH and InF-DH were used. For Rel-18, some companies propose to reuse {InF-SH and InF-DH}, while other companies propose to consider dense cluster scenario only, i.e., InF-DH, InF-DL.  Thus, InF-DH has the most support, while it should be further discussed whether to include InF-SH and/or InF-DL. 
· InF-DH (12+?): ZTE, Ericsson, CATT, Vivo, Xiaomi, Samsung, OPPO, FUTUREWEI, LG, InterDigital, Apple, Lenovo (?), Qualcomm, HW/HiSI
· InF-DL (4+?): CATT,  Samsung, LG, InterDigital, Lenovo (?)
· InF-SH (2): Ericsson, FUTUREWEI 

Additionally, most companies propose to use the clutter parameters {density, height, size}={60%, 6m, 2m} for InF-DH channel. This is an optional setting in TR38.838, and the most challenging one listed therein (the other two settings are: (Baseline): {40%, 2m, 2m}; (Optional): {40%, 3m, 5m}). The rationale is, this clutter setting causes severe NLOS problem, thus it is a good scenario for demonstrating the performance advantage of AI/ML based positioning as compared to the existing positioning methods. 
It is proposed to adopt the proposal below according to majority view, while other sub-scenarios and parameters can be further discussed.
Please indicate if you support or do not support the proposal, and provide further comments if any.

Proposal 2.1.2-2
For evaluation of AI/ML based positioning, the InF deployment scenario includes at least the InF-DH sub-scenario for FR1 and FR2. 
· Baseline clutter parameters {density , height , size} for InF-DH channel is {60%, 6m, 2m}.

	
	Company

	Support
	Vivo, Apple, OPPO, Samsung, Futurewei, ZTE, CATT, LG, Fujitsu, NVIDIA, InterDigital Xiaomi,CMCC, Lenovo, Qualcomm, Ericsson

	Not support
	[Hw/HiSi], Nokia/NSB



	Company
	Comments

	Fujitsu
	We agree on this proposal, and we think the {40%, 2m, 2m} should be added for comparison.

	Hw/HiSi
	While we acknowledge that the proposed clutter parameter {60%, 6m, 2m} is important, we think it is too early to only focus on this one but multiple parameter sets, at least two, should be selected, e.g. also {40%, 2m, 2m}. One reason is that an AI model should be generally deployable. Thus, if it solves positioning for heavy NLOS situations, it should also be applicable to scenarios with more LOS components. Another reason is that preliminary results have shown that AI-based LOS/NLOS identification works well for positioning and also for this purpose a suitable clutter setting should be available with the same priority,
We are therefore proposing:
For evaluation of AI/ML based positioning, the InF deployment scenario includes at least the InF-DH sub-scenario for FR1 and FR2. 
Preferable Baseline clutter parameters {density , height , size} for InF-DH channel are {40%, 2m, 2m} and {60%, 6m, 2m} .

	Nokia, NSB
	We would also prefer {40%, 2m, 2m} as the baseline scenario, similar to the considerations in TR 38.857. We are fine with the updated proposal from Huawei. 
Also, we would prefer to focus on FR1 initially.
Moderator: It appears that majority companies accept both FR1 and FR2, which is the same as in TR 38.857. Also: an individual companies is not forced to submit evaluation results for both FR1 and FR2 even if the proposal is agreed. Please check if you can accept the proposal. 
Regarding {40%, 2m, 2m}, it’s added in Proposal 2.1.3-2 for companies’ input.

	Qualcomm
	We are ok with the proposal to include InF-DH scenario for FR1 and FR2 and the baseline clutter parameters as proposed by the moderator.




Question 2.1.2-3
For evaluation of AI/ML based positioning, should RAN1 select other InF sub-scenarios beyond InF-DH? If so, how many other sub-scenarios, and which one(s)?
· Alt 1: 0 (i.e., InF-DH only is sufficient, FFS more clutter parameters than the baseline)
· Alt 2: 1 more InF sub-scenario (e.g., InF-SH, InF-DL) other than InF-DH;
· Alt 3: >=2 more InF sub-scenarios (e.g., InF-SH, InF-DL) other than InF-DH;
Note: individual company can submit evaluation results for any scenario even if the scenario is not prioritized in RAN1.

	Alternatives
	Company 
(For Alt 2 and 3, identify the InF sub-scenario(s) other than InF-DH)

	Alt 1
	Fujitsu Xiaomi (1st prefence) CMCC, Qualcomm

	Alt 2
	Apple, OPPO, Samsung, Futurewei, ZTE, CATT, LG (+InF-DL) Xiaomi(+inF-DL), Spreadtrum, CMCC, Nokia/NSB, Ericsson (InF-SH)

	Alt 3
	vivo, NVIDIA, InterDigital, Lenovo



	Company
	Comments

	vivo
	As presented in our contribution, we proposed to evaluate under all InF scenarios for an AI/ML model. The motivation is to verify/validate the AL/ML model generalization performance, which is discussed in section 3.5 of this summary.
If we only evaluate one scenario which is the same as the one used to generate training dataset, it’s not possible to see the AI/ML model generalization performance for different scenarios.

	Apple
	Selecting one additional InF scenario and having additional clutter parameters as optional should give us enough scenarios to verify the model generalization performance. 

	OPPO
	To many scenarios are not helpful since many companies will have no much time to evaluate various sub use cases. Moreover, it is preferd to select some typical scenarios that are challenging for postioning, rather than select all scenarios 
On the other hand, even if no additional scenario is agreed, companies are still free to bring up evaluation resutls for other scenarios. 

	Samsung
	Considering the importance of the study is to prove AI based pos could work well in NLOS cases and over-perform legacy methods, we think InF-DH and InF-DL scenarios can be sufficient for positioning accuracy evaluation. What vivo proposed could be optionally considered and encouraged.

	Futurewei
	In our view, the alternatives presented above should not be used to exclude or prevent copanies if they want to run additional scenarios.

	ZTE
	Consider the workload, we don’t think too many scenarios are helpful. Even for generalization, mixed data from multiple scenarios is one way. It can also from the same scenario with different large scale parameters/small scale parameters/simulation drops for training and inference.

	CATT
	For IIoT scenario, InF-DL and InF-DH are most challenging sub-scenarios due to heavy NLOS, which should be focused on. Therefore, one additional sub-scenario other than InF-DH (such as InF-DL) is enough to evaluate the effectiveness of AI/ML-based positioning.

	LG
	We have a similar view with Apple. Considering each scenario (i.e. InF-DH/DL), the additional candidate values such as clutter size, clutter density, and height of BS can verify AI/ML model generalization performance sufficiently by taking heavy NLOS conditions into account.

	Fujitsu
	We prefer to have no more sub use cases at this stage because we need to focus on one representative sub use case to study the performance gain, complexity and other interested points. We think other InF scenarios are optional but not mandatory now.

	NVIDIA
	Machine learning models are only as good as the data they are trained on. As the objective is to study the positioning performance in InF environment, the evaluation should cover as diverse InF scenarios as possible.

	HW/HiSi
	We support InF-DH as the only baseline scenario, but for different sub use cases, clutter parameters should be different. Heavy NLOS positioning {60%, 6m, 2m}and moderate LOS [40%, 2m, 2m} conditions for LOS/NLOS identification. Also ab AI solution for heavy NLOS, the model should still be made workable in moderate LOS conditions.

	Xiaomi
	We could focus on the most challenging scenario. InF-DH could be the baseline. InF-DL could be optional. As for the generalization capability, setting different parameters e.g., cluster parameters could is also one approach. 

	Spreadtrum
	In our understanding, the first thing for us is to prove the value for AI/ML for positioning. We should focus on typical scenario with heavy NLOS. Too many scenarios are not helpful for us, and would distract our energy. But people are still allowed to provide evaluation on other scenarios if they are willing.

	CMCC
	For generalization evaluation, either InF-DH with more clutter parameters than the baseline or other InF sub-scenario can be used. Hence, either Alt1 or Alt2 is ok to us.

	Nokia, NSB
	We support InF-SH to be included as a sub-scenario.

	Lenovo
	We also tend to agree that generalization performance can only improve with the higher number of considered InF scenarios. 

	Qualcomm
	InF-DH has challenging NLOS conditions that are enough to show AI/ML gain over baseline classical scheme. We find evaluating other scenarios might not offer additional insights and their observations are more likely to align with those of InF-DH. Given the limited study time, we prioritize Alt1.



Based on companies’ contributions, some companies (e.g., FUTUREWEI, Qualcomm, Apple) propose to include also UMi/UMa scenarios, while others (e.g., Ericsson) propose to deprioritze. Regarding simulation parameters for UMi/UMa, Rel-16 scenarios and channel models in TR 38.855 are expected to be reused, similar to the treatment of “General commercial use cases” in 38.857. For reference, the simulation parameters in 38.855 for UMi and UMa are copied in Appendix B. 
Please provide your view if UMi and/or UMa need to be adopted for evaluation of AI/ML based positioning. Please provide further comments, if any.

Question 2.1.2-4
For evaluation of AI/ML based positioning, should RAN1 should include UMi (Urban Micro) and UMa (Urban Macro) as a prioritized scenario? 
· Alt 1: no, neither UMi nor UMa 
· Alt 2: yes, UMi
· Alt 3: yes, UMa
· Alt 4: yes, both UMi and UMa
Note: individual company can submit evaluation results for any scenario even if the scenario is not prioritized in RAN1.

	Alternatives
	Company 

	Alt 1
	Vivo, OPPO, ZTE, CATT, LG, Fujitsu, InterDigital, HW/HiSi Xiaomi, Spreadtrum,CMCC, Nokia/NSB, Lenovo, Ericsson, 

	Alt 2
	Samsung, Futurewei, Qualcomm

	Alt 3
	

	Alt 4
	Apple, Futurewei, NVIDIA



	Company
	Comments

	Apple
	We can down-select to one (e.g. a UMi) to verify the relative performance of AI based and traditional positioning models in this scenario. 

	OPPO
	We should keep a limited set of selected scenarios for evaluation

	Samsung
	We might like to see the AI usage in non-InF cases, to balance the simulation workload, we think one of alt.2,3 could be considered, we slightly prefer Alt.2

	ZTE
	We think InF scenarios are enough to verify different sub use cases, e.g., LOS/NLOS identification, fingerprinting based method. 

	CATT
	[bookmark: OLE_LINK1][bookmark: OLE_LINK2]The IioT scenario should be prioritized for AI/ML-based positioning since this scenario is challenging for traditional positioning methods. Note that we have several sub-use cases to evaluated, which requires reasonable simulation load in the study.

	LG
	Deprioritize general outdoor use cases and focus on InF scenarios first which are mainly considered in Rel-17 NR positioning enhancement study.

	Fujitsu
	As mentioned above, we think the number of prioritized scenarios should be limited at this stage. The evaluation for outdoor Umi/Uma are welcomed if any company has its own interest but should not be prioritized.

	HW/HiSi
	We should focus on the sub-use cases for IIoT, therefore we prefer Alt1

	CMCC
	We should focus on IIoT scenarios, Umi/Uma can be an optional.

	Qualcomm
	We find that AI/ML positioning enhancements should be applied to all challenging NLOS conditions, including indoor and outdoor scenarios. Although GNSS/GPS and other classical approaches can work well in some outdoor scenarios, they can degrade in NLOS dense urban regimes. Our evaluations show that AI can enhance performance of classical schemes in urban scenario. Thus, we find it beneficial to consider AI/ML positioning enhancement to outdoor scenarios and suggest considering UMi scenario with restricted LOS settings for evaluation.




2nd round discussion
Based on companies’ feedback in 1st round discussion, Proposal 2.1.2-1 is acceptable to all.

For Proposal 2.1.2-2, 16 companies are supportive. Hw/HiSi proposes to add clutter parameters {40%, 2m, 2m} to the proposal. Nokia/NSB does not support due to cluster parameter and FR1. Thus Proposal 2.1.2-2 is split into two parts below for companies’ input. 
· Proposal 2.1.3-1: @Nokia/NSB: please check if you can accept “FR1 and FR2”. It appears that majority companies accept it, which is the same as in TR 38.857. Also: an individual company is not forced to submit evaluation results for both FR1 and FR2 even if the proposal is agreed. 
· Proposal 2.1.3-2 is based on Hw/HiSi, Nokia/NSB suggestion.

Proposal 2.1.3-1 (same as main sentence in Proposal 2.1.2-2):
For evaluation of AI/ML based positioning, the InF deployment scenario includes at least the InF-DH sub-scenario for FR1 and FR2. 
	
	Company

	Support
	vivo, Fujitsu, LG, CAICT, CATT, Samsung, OPPO,Xiaomi, Hw/HiSi, NVIDIA, Nokia/NSB, InterDigital, Qualcomm, Ericsson

	Not support
	



	Company
	Comments

	vivo
	We have a rewording suggestion.
For evaluation of AI/ML based positioning, at least the InF-DH sub-scenario is prioritized in the InF deployment scenario for FR1 and FR2

	CATT
	FL’s clarification above this proposal‘Also: an individual companies is not forced to submit evaluation results for both FR1 and FR2’ is important.
If this is the common understanding without captured in a note, we are also fine.

	OPPO
	We support this proposal assuming the common understading raised by CATT.

	Xiaomi
	We share the same understanding with CATT. But we think adding a note is helpful to avoid ambigouty in future. 

	Nokia/NSB
	We are fine with the proposal.

	Qualcomm
	Companies are encouraged to provide results for at least FR1.



Proposal 2.1.3-2 (revised from bullet in Proposal 2.1.2-2):
For InF-DH channel, the prioritized clutter parameters {density, height, size} are:
· {60%, 6m, 2m}
· {40%, 2m, 2m}

	
	Company

	Support
	Fujiitsu Xiaomi, HW/HiSi, NVIDIA, Nokia/NSB, InterDigital, Qualcomm, Ericsson

	Not support
	vivo (need clarification), LG, CATT, Samsung,



	Company
	Comments

	vivo
	Question for clairification: are those two parameters both baseline? Or companies choose whichever they prefer?
In the first round of discussion, majority companies support {60%, 6m, 2m}. We’re okay to have {40%, 2m, 2m} as optional for performance comparison if other companies want to evaluate. But having two sets of parameters either increases simulation load when both are baseline or gives less insight when comparing companies‘ results with different setup when companies freely choose one baseline. 

	Fujitsu
	We support to have {40%, 2m, 2m} together with {60%, 6m, 2m} just because both of them are typical parameter sets for InF, in order to make the evaluation more convincing and comparable it is better to have more than one parameter sets to evaluate the general performance gain of the AI/ML models. 

	LG
	We think {40%, 2m, 2m} can be optional. 

	CAICT
	We are fine to choose one or mixture as baseline. However, this should be clarified in the proposal.

	CATT
	We share the same view with many companies above. We prefer to have only one as the baseline, and slightly prefer{60%, 6m, 2m} as baseline. 
{40%, 2m, 2m} can be optional for positioning performance comparison.

	Samsung
	{60%, 6m, 2m } is enough. When there are more LOS components, AI/ML is not essential considering the positioning performance based on the legacy positioning method.

	OPPO
	{40%, 2m, 2m} can be optional.

	Xiaomi
	We could understand the intention to prioritize the {60%, 6, 2}. But we have some concern on fixed cluster parameters considering the inferior generalization capability. In our contribution R1-2203812, we have conducted simulation to test the generalization capability of fixed cluster parameter. For example, if we train one AI model by using the data set of scenario with cluster parameter of {60%,6,2} , it show excellent positioning accuracy for inference in the scenario with the same cluster parameter . But when use this AI model in scenario with cluster parameter of {40%,2,2}, the accuracy degrades sharply. While if the AI model is trained by data set which is generated with different cluster parameters, it is more stable in various scenarios. Considering this situation, we suggest not suggest not fixing the cluster parameters. Variable cluster parameters can be allowed for better genelization capability

	HW/HiSi
	{40%, 2m, 2m} is needed for the evaluation in our view. The reasons are:
· If an AI based solution is implemented, then this device should work in multiple environments. It is not sufficient in our view if a model only has been developed to work in heavy NLOS conditions and can then not be used in other conditions. Therefore, also different clutter parameters should be provided.
· Another reason is the generalization of the model, for which we also need at least two different parameter settings within the proposed baseline scenario InF-DH
· AI/ML based techniques can also significantly improve the performance of legacy methods in environments where legacy still works, for example for NLOS/LOS identification. In this early stage, we should not limit us to only one parameter setting.  

	NVIDIA
	We support to have a diverse set of setups for evaluating AI/ML based solutions for Positioning. 

	CMCC
	We can accept both are supported, and we think companies can choose which they prefer.

	Nokia/NSB
	Our understanding is similar to CMCC, that both clutter parameters are acceptable for evaluations.

	Qualcomm
	We are ok with the proposed clutter settings. FFS: Companies can discuss mapping of these settings to different ML approaches. For example, use {60%, 6m, 2m} for ML-based techniques (e.g., RFFP) and {%40, 2m,2m} for ML-assisted techniques that require sufficient LOS probability (e.g., ML-assisted LOS/NLOS identification).



For Question 2.1.2-3, Alt 2 has the majority view. Considering that there are four companies each for Alt 1 and Alt 3, Alt 2 appears to be a reasonable compromise. Thus the following is proposed.
Proposal 2.1.3-3:
For evaluation of AI/ML based positioning in IIoT indoor factory (InF) deployment, in addition to InF-DH, one more InF sub-scenario is included for FR1 and FR2.
· Note: Individual company can submit evaluation results for any scenario even if the scenario is not prioritized in RAN1.

	
	Company

	Support
	Nokia/NSB, InterDigital, Ericsson

	Not support
	Fujitsu



	Company
	Comments

	Fujitsu
	We think InF-DH is enough at this stage.

	CAICT
	We are open for this proposal and InF-DH could be used as baseline.

	vivo
	We have a rewording suggestion: ‘included’ -> ‘prioritized’ in the main sentence since ‘prioritized’ is used in the bullet.

	CATT
	To resolve Fujitsu’s concern, we may consider ‘at most one more‘ in the main bullet. This means companies are not force to provide results more than InF-DH.

	OPPO
	The new InF sub-scenario is optional. 

	Xiaomi
	Our first preference is only considering InF DH . But we can live with considering inF DL as optional

	HW/HiSi
	We think InF-DH is sufficient when multiple parameters setting are usable 

	CMCC
	Prefer CATT’s update.

	Nokia/NSB
	We are fine with this proposal and would support CATT’s update if it would be more agreeable.

	
	



With regard to which one to select beyond InF-DH, companies’ view is summarized below.
· InF-DL: Samsung, CATT, LG, Xiaomi (InF-DH inF-DL optional), InterDigital (?contribution), Lenovo (?contribution)
· InF-SH: Nokia/NSB, Ericsson

If Proposal 2.1.3-3 is acceptable, then we can check if companies can go with InF-DL. The cluster parameters will be further discussed once the sub-scenario is agreed. 

Proposal 2.1.3-4:
For evaluation of AI/ML based positioning in IIoT indoor factory (InF) deployment, InF-DL is included (in addition to InF-DH) for FR1 and FR2.

	
	Company

	Support
	Nokia/NSB, InterDigital

	Not support
	Ericsson



	Company
	Comments

	vivo
	Open to take InF-DL or InF-SH

	CATT
	Seems better to put this one under Proposal 2.1.3-3?

	OPPO
	Prefer InF-SH

	Xiaomi
	Our first preference is only considering InF DH . But we can live with considering inF DL as optional

	Nokia/NSB
	We are fine with this proposal, as long as there is no mandate to evaluate solutions in both InF-DH and InF-DL. Please do note that InF-DL is not an agreed baseline in TR 38.857. Hopefully in future meetings, we can converge towards a single scenario which is agreed as a baseline in TR 38.857.

	Qualcomm
	We find the InF-DH with two clutter settings. i.e., {%60, 6m, 2m} and {%40, 2m, 2m}, sufficient to evaluate gain of possible ML approaches. InF-DL should be more challenging than InF-DH and it might be preferrable to go with InF-SL as a complementary scenario to InF-DH.  



On the question of including UMi (Urban Micro) and UMa (Urban Macro) or not, majority view is “Alt 1: no, neither UMi nor UMa”. It is understood that even if a scenario is not prioritized, individual companies can still submit their evaluation results in contributions, see the Note. Thus the following is proposed.

Proposal 2.1.3-5:
For evaluation of AI/ML based positioning, UMi (Urban Micro) and UMa (Urban Macro) scenarios are deprioritized.
· Note: individual company can submit evaluation results for any scenario even if the scenario is not prioritized in RAN1. 
 
[bookmark: _Hlk103700606]Please comment if you have STRONG concern on proposal 2.1.3-5 and cannot accept it.
	
	Company

	STRONG concern
	Qualcomm



	Company
	Comments

	Nokia/NSB
	We support this proposal, we are also fine with companies presenting evaluation results in future as part of the study item.

	Qualcomm
	There is no need to agree on deprioritizing the outdoor scenarios as it will be optional for companies to submit related evaluations. AI/ML positioning enhancements need be investigated for all challenging NLOS conditions, including outdoor and indoor scenarios. Our evaluations show that ML-assisted approaches can enhance performance of classical schemes in urban scenario. The best ML approach for outdoor scenario can be different from indoor one and have different specification aspects due to scalability and training data collection requirements. We think this study should investigate benefits of AI/ML for outdoor scenarios and suggest considering UMi scenario with restricted LOS settings



3rd round discussion
Proposal 2.1.3-1 is acceptable to all. Vivo suggested an alternative version, which has the same meaning. Thus vivo version is provided below. Regarding the clarification that “an individual company is not forced to submit evaluation results for both FR1 and FR2”, this is the common understanding, and a note is not necessary in moderator’s view.
Proposal 2.1.4-1 (vivo wording; same meaning as Proposal 2.1.3-1)
For evaluation of AI/ML based positioning, at least the InF-DH sub-scenario is prioritized in the InF deployment scenario for FR1 and FR2.

For Proposal 2.1.3-2, majority companies support to have two sets of clutter parameters. Some companies (vivo, LG, CATT, Samsung) suggest that {40%, 2m, 2m} can be optional. Xiaomi, HW/HiSi emphasized generalization capability of the ML model in multiple environments. Qualcomm pointed out that different clutter parameters may map to different ML approaches (ML-based, ML-assisted).
Moderator’s observation is, all companies are fine with the two sets of parameters, the only question is if {40%, 2m, 2m} should be optional or not. Thus a note is added that an individual company may consider {40%, 2m, 2m} optional in their evaluation considering their specific AI/ML design.
Proposal 2.1.4-2
For InF-DH channel, the prioritized clutter parameters {density, height, size} are:
· {60%, 6m, 2m};
· {40%, 2m, 2m}. 
· Note: an individual company may treat {40%, 2m, 2m} as optional in their evaluation considering their specific AI/ML design.

	
	Company

	STRONG concern
	



For Proposal 2.1.3-3 and Proposal 2.1.3-4, there is lack of clear direction of which sub-scenario to include beyond InF-DH. Thus the moderator suggests to collect companies’ input again to get a clear picture of the group’s position. Some factors to consider are summarized below, as pointed out by companies.
· (Nokia) InF-DL is not an agreed baseline in TR 38.857. (Thus simulation parameters need to be discussed for InF-DL, e.g., gNB antenna height)
· (HW/HiSi, Qualcomm) InF-DH with two clutter settings may be adequate already. No additional InF sub-scenario is needed.
· (vivo) Open to take InF-DL or InF-SH
· (OPPO) Prefer InF-SH 
· (Qualcomm) InF-SL to complement InF-DH

For reference, in TR38.901 section 7.8.4 (“Calibration of the indoor factory scenario”), the following parameters were used.
	BS height
	BS height = 1.5 m for InF-SL and InF-DL
BS-height = 8 m for for InF-SH and InF-DH

	Clutter density: 
	Low clutter density: 20%
High clutter density: 60%

	Clutter height: 
	Low clutter density: 2 m
High clutter density: 6 m

	Clutter size: 
	Low clutter density: 10 m
High clutter density: 2 m




Moderator invites companies to indicate your preference. For InF-DL and InF-SL, exemplary parameters are provided to help the discussion.

[bookmark: _Hlk103700668]Proposal 2.1.4-3
For evaluation of AI/ML based positioning in InF scenario, which InF sub-scenario should be prioritized in addition to InF-DH?
Alt 1. None. (InF-DH with two clutter settings {60%, 6m, 2m} and {40%, 2m, 2m} are adequate)
Alt 2. InF-SH (i.e., same as in TR38.857)
Alt 3. InF-DL (e.g., BS height = 1.5 m as in TR38.901 calibration)
Alt 4. InF-SL (e.g., Clutter parameters = {20%, 2m, 10m} as in TR38.857, BS height = 1.5 m as in TR38.901 calibration)

	[bookmark: _Hlk103700642]
	Company

	Alt 1 (None)
	OPPO, Fujitsu, HW/HiSi, Apple, CAICT, Qualcomm, CATT,CMCC,Xiaomi, ZTE, Ericsson

	Alt 2 (InF-SH)
	OPPO, vivo, CAICT, Nokia/NSB

	Alt 3 (InF-DL)
	Vivo, InterDigital, LG, Samsung

	Alt 4 (InF-SL)
	



	Company
	Comments

	OPPO
	We are open to either Alt.1 or Alt.2

	Fujitsu
	We suggest to limit to one alternative and alt1 is our preference.

	InterDigital

	We propose to use Alt 3 (InF-DL), since both of these scenarios(InF-DL, InF-DH) combined represents diverse NLOS heavy settings.   

	Qualcomm
	We are also ok with Alt 4 as an optional alternative.

	CATT
	Both Alt1 and Alt3 are ok for us. To reduce the group’s workload we prefer Alt1. Alt3 can be optional.

	CMCC
	We prefer Alt1, can live with considering InF-SH as optional.

	LG
	We prefer Alt3 with similar understanding to InterDigital.

	Xiaomi
	Our first priority is only inF-DH and we are open to consider inF-DL

	Ericsson
	We are OK with either Alt 1 or Alt 2. Alt 1 is slightly preferred, since InF-DH with two sets of clutter parameters can be adequate.




Corresponding to Proposal 2.1.3-3, moderator suggest Proposal 2.1.4-4 below, considering companies’ feedback. Since there is lack of clear direction of which sub-scenario to include beyond InF-DH, a condition is added, so that the proposed can be revised considering the discussion status of Proposal 2.1.4-3.

Note that TR38.357 Table 6.1-1 (“Parameters common to InF scenarios”) does not have InF-DL or InF-SL as a channel model, as pointed out by Nokia. Thus if InF-DL or InF-SL is agreed to be prioritized, then RAN1 need to further discuss how to set the simulation parameters for them.

Proposal 2.1.4-4
For evaluation of AI/ML based positioning in IIoT indoor factory (InF) deployment, in addition to InF-DH, at most one more InF sub-scenario is prioritized for FR1 and FR2, if companies converge to one choice.
· Note: Individual company can submit evaluation results for any scenario even if the scenario is not prioritized in RAN1.

	
	Company

	Support
	OPPO, Fujitsu, InterDigital, CAICT, Qualcomm, CATT,CMCC,Xiaomi, Samsung, Nokia/NSB, Ericsson

	Not support
	[HW/HiSi]



	Company
	Comments

	vivo
	Question for clarification. What is the outcome “if companies cannot converge to one choice”? We don’t have an additional prioritized sub-scenario?
[bookmark: _Hlk103701016]Moderator: yes. In practice, if companies cannot agree on which one to adopt, it’s futile to have an agreement that RAN1 shall adopt one sub-scenario. 

	HW/HiSi
	Please correct me if I am wrong, but my understanding is that the question is overlapping with 2.1.4-3. If for example Alt 1 is selected in 2.1.4-3, then Proposal 2.1.4-4 does not seem to be needed. Therefore we suggest to postpone the discussion of 2.1.4-4. Is this understanding correct, or am I missing the point here?

	Qualcomm
	We are ok with the proposal.

	CATT
	We are fine with the proposal.

	Samsung
	In addition to InF-DH, it is enough to select one more additional InF sub-scenario for evaluation.

	ZTE
	Similar view with Huawei.



4th round discussion
Regarding Proposal 2.1.4-3, the majority view is Alt 1 (12 supporters). Alt 2 (InF-SH) and Alt 3 (InF-DL) both have 4 supporters. Considering that the group also expressed the preference to include at most one more InF sub-scenarios beyond InF-DH (see Proposal 2.1.4-4), the moderator recommends to adopt Alt 1 (None). Otherwise, the group will be stuck with the question of which one to select between InF-SH and InF-DL. Furthermore, there is no need to debate Proposal 2.1.4-4 before Proposal 2.1.4-3 is resolved. 

Proposal 2.1.5-1
For evaluation of AI/ML based positioning in InF scenario, no more InF sub-scenario is prioritized beyond InF-DH.
· Note: individual company can submit evaluation results for any scenario even if the scenario is not prioritized in RAN1. 

Please comment if you have STRONG concern on the proposal above and cannot accept it.
	
	Company

	STRONG concern
	vivo



	Company
	Comments

	HW/HiSi
	Support

	vivo
	What’s the intention of this proposal? To prevent future discussion of additional scenarios? 
If RAN1 cannot agree on additional prioritized scenario(s) in this meeting, we don’t need such agreement to close the door for future discussion especially given the on-going discussion on model generation evaluation in section 3.5 where it currently propose “FFS: the metrics for evaluating the model generalization (e.g., model performance based on agreed KPIs under different scenarios”  
Moderator: 
· The goal of the proposal is to close the issue of whether to include additional InF sub-scenario. Since the proposal is only about prioritized sub-scenario, companies can still bring results for any scenario as they wish, as clarified in the note.
· Regarding the link to model generation proposal, we can change to “(e.g., model performance based on agreed KPIs under different settings)”. “Setting” is broader and better than “Scenario” anyways. Some companies have in mind to test model generalization with two clutter parameters. We also have the agreed proposal below.

Proposal 5.2-3
As a starting point, the training, validation and testing dataset are from the same large-scale and small-scale propagation parameters setting. Subsequent evaluation can study the performance when the training dataset and testing dataset are from different settings.

Moderator recommends to adopt this proposal to close this issue, considering that the evaluation parameter table (see agreement) explicitly has this: “If another InF sub-scenario is prioritized in addition to InF-DH, some parameters in the table may be updated.” 
If the proposal is not adopted, it’s also OK if companies understand that we don’t treat this question again, thus in practice no more InF sub-scenarios is prioritized beyond InF-DH.

	Nokia/NSB
	We tend to agree with vivo that for issues such as model generalization we potentially might need to consider other scenarios. As we clarified our thoughts on the topic, we think that model generalization within same scenario but different drops, etc., might be more important, however, we understand that this issue is still open.



5th round discussion
Regarding Proposal 2.1.5-1, vivo expressed strong concern. Nokia/NSB made a similar comment. Hopefully moderator’s response adequately addresses the concern. 
Moderator recommends to adopt the proposal to close this issue, considering that the evaluation parameter table (see agreement) explicitly have this: “If another InF sub-scenario is prioritized in addition to InF-DH, some parameters in the table may be updated.” 
If the proposal is not adopted, it’s also OK if companies understand that we don’t treat this question again, thus in practice no more InF sub-scenarios is prioritized beyond InF-DH.

Proposal 2.1.6-1
For evaluation of AI/ML based positioning in InF scenario, no more InF sub-scenario is prioritized beyond InF-DH.
· Note: individual company can submit evaluation results for any scenario even if the scenario is not prioritized in RAN1. 

Please comment if you have STRONG concern on the proposal above and cannot accept it.
	
	Company

	STRONG concern
	vivo



	Company
	Comments

	vivo
	Thanks moderator’s response to our previous comment toward Proposal 2.1.5-1.
Moderator stated ‘“Setting” is broader and better than “Scenario” anyways.’. Our interpretation of ‘setting’ based on moderator’s comment is that it includes ‘scenario’. So if Proposal 3.5.5-1 were agreed, we need to FFS “the metrics for evaluating the model generalization (e.g., model performance based on agreed KPIs under different settings)”. In that case, different scenario(s) are still in the scope of FFS where RAN1 can still discuss and decide whether to consider other scenario(s) to prioritize.
We also have serious concern on the statement from moderator, “If the proposal is not adopted, it’s also OK if companies understand that we don’t treat this question again, thus in practice no more InF sub-scenarios is prioritized beyond InF-DH.” First of all, we don’t share that understanding to begin with. 3GPP is contribution driven. If company identify and raise an issue later, it’s subject to the group to discuss and decide. We’re not aware of any 3GPP procedure/rule preventing treatment of issue(s) in contribution.   
We cannot accept this proposal.

	Nokia/NSB
	We also had a question for clarification about moderator’s response regarding: “If the proposal is not adopted, it’s also OK if companies understand that we don’t treat this question again, thus in practice no more InF sub-scenarios is prioritized beyond InF-DH.”
Would this imply that whether this proposal is agreed or not, the outcome is the same – i.e., ‘no more InF sub-scenarios is prioritized beyond InF-DH’? If this is the case, what is the motivation to discuss this proposal, since the outcome – whether the proposal is agreed or not, is the same?
We would also like to thank you for the related update on Proposal 3.5.5-1, which we support.




Simulation Assumptions
Companies’ view from contribution
Regarding simulation assumptions to use in the evaluation of AI/ML based positioning, companies’ views are listed below, based on the submitted contributions.

	· ZTE (R1-2203252)
Proposal 4：Reuse common scenario parameters defined in Table 6-1 of TR 38.857, which defines the carrier frequency, bandwidth, sub-carrier spacing, UE antenna configuration, network synchronization error, and UE/gNB Rx/Tx timing errors.
Proposal 5: Reuse parameters common to InF scenarios defined in Table 6.1-1 of TR 38.857 with the following modifications (also highlighted in Appendix B),
· InF-DH channel should be the baseline for evaluation;
· UE horizontal drop is not required to be in a convex hull;
· No need to have dynamic UE/gNB antenna heights;
· Baseline clutter parameters {density , height , size } for InF-DH channel are {60%, 6m, 2m}.


	· Ericsson (R1-2203285)
Proposal 6 Reuse the simulation parameters in Table 6.1-1 of TR38.857 for performance evaluation.


	· CATT (R1-2203455)
Proposal 4: For AI/ML-based positioning, 3GPP statistic models in TR 38.857 are used to construct the dataset in the first stage, and field data is considered in the next stage. 


	· Vivo (R1-2203554): 
Proposal 3: For the purpose of link level and system level evaluation, statistical models (from TR 38.901 and TR 38.857) are utilized to generate dataset for AI/ML based positioning for model training/validation and testing.
· Field data measured in actual deployment for AI/ML model performance testing should be allowed and encouraged 


	· Xiaomi (R1-2203812)
Proposal 1: The 1st priority for the study of AI/ML based positioning accuracy enhancement is the inF-DH scenario 
· Parameters listed in Table 6.1-1 and Table 6.1-1 of 38.857 could be the starting point of evaluation 


	· Samsung (R1-2203901)
Proposal 2: Simulation assumption in Rel16/17 Positioning enhancement can be a starting point for AI for positioning evaluation.


	· OPPO (R1-2204019)
Proposal 1: For the evaluation of AI/ML-based positioning accuracy improvement, support the InF-DH scenario with the high clutter density set as 60%. 

	· FUTUREWEI (R1-2204104)
Proposal 2: For scenario parameters, reuse the following:
· Common parameters applicable to all scenarios: reuse the common parameters for Rel-17, specified in Table 6-1 of TR 38.857 [3].
· Common parameters for InF scenarios: reuse the common parameters for Rel-17, specified in Table 6.1-1 of TR 38.587 [3].
· Parameters for Urban micro (Umi) scenario: reuse parameters specified in Table 6.1.1-4 of TR 38.855 [4]. 
· Parameters for Urban macro (Uma) scenario: reuse parameters specified in Table 6.1.1-6 of TR 38.855 [4].  


	· CAICT (R1-2204184)
Proposal 1: IIOT use cases defined in 38.857 could be used as high priority for evaluation.
Proposal 2: Synchronization error should be considered in evaluation assumptions.


	· Apple (R1-2204242)
Proposal 2: To demonstrate the efficacy of the method a comparison of AI-based positioning methods and traditional positioning methods should be evaluated in a  heavy NLOS scenario and a light NLOS scenario. 
· Use cases with heavy NLOS defined in 38.857 (Study on NR Positioning Enhancements (Release 17)), e.g. InF-DH, should be selected for evaluation.
· A low NLOS use case (e..g Uma) may also be evaluated for comparison
· The clutter parameters for the InF-DH scenario should harmonized.
· Additional non-ideal assumptions such as UE/TRP Rx/Tx timing errors and synchronization errors may  also be considered as optional.
· Spatial consistency is recommended.
· The absolute-time-of arrival model defined in TR 38.901 should be considered.


	· NVIDIA (R1-2204844)
Proposal 3: Use the simulation assumptions in TR 38.857 as a starting point for the evaluation of AI/ML based algorithms for positioning accuracy enhancement.


	· Qualcomm (R1-2205028)
Proposal 3: The channel model in TR 38.901  is adequate for conducting initial evaluation on AI/ML positioning enhancement. It is recommended to have spatial consistency and/or consistent temporal evolution enabled, as in Section 7.6.3.1 and 7.6.3.2 for generating the channels. 
Proposal 4: Companies to agree on channel characteristics to be used for evaluating ML positioning, including LOS probability, decorrelation distance (if any), etc., only if the current values specified in TR 38.857   or the agreed parameters on in Rel-17 found to be insufficient. 
Proposal 5: RAN1 to recognize and document the necessity for studying improved channel models for future studies.
Proposal 6: Companies are also encouraged to submit evaluations with ray tracing or with field data to understand the performance of AI/ML positioning methods in real world scenarios due to the known drawbacks of using statistical channels.


	· Fujitsu (R1-2205080)
Proposal 1: In order to generate AI/ML-catered datasets with sufficient target channel properties for training, additional simulation parameter sets should be developed by adjusting and expanding the existing cases defined in TR38.857.
Proposal 2: For the evaluation on AI/ML for positioning accuracy enhancement, field data should be excluded during the study item phase.
Proposal 5: A common set of simulation parameters per scenario should be used.



1st round discussion
Based on companies’ view in contributions, the following have wide support, i.e., common scenario parameters used in Rel-17 study item can be reused. These parameters are applicable to all scenarios, and covers both FR1 and FR2. Note that Table 6-1 of TR 38.857 are copied in Appendix A for reference. 

Proposal 2.2.2-1
For evaluation of AI/ML based positioning, reuse the common scenario parameters defined in Table 6-1 of TR 38.857.

	
	Company
	

	Support
	Vivo, Apple, OPPO, Samsung, Futurewei, ZTE, CATT, LG, Fujitsu, CAICT, NVIDIA, InterDigital Xiaomi, Spreadtrum, CMCC, Nokia/NSB, Lenovo, Qualcomm, Ericsson

	Not support
	[HW/HiSi], [Fraunhofer]



	Company
	Comments

	Fujitsu
	TR38.857 will be a good starting point, maybe an extension or adjustment of the existing cases defined in 38.857 is needed.

	HW/HiSi
	We are supportive in principle, but it hould be allowed to evaluate the performance also for a smaller number of antennas numbers.

	Fraunhofer
	Generally okay but we need to check fine tuning some parameters:
· 18-BS can be reduced since the LOS links are not dominant as in the Rel-17 SI. 
· convex hull, NLOS area or complete InF area as baseline 

	Qualcomm
	We are ok with the moderator’s proposal.



Regarding InF scenario, companies expressed preference to reuse the existing simulation assumption in Table 6.1-1 of TR 38.857, except that channel model (e.g., InF-DH, InF-DH, InF-SH) and clutter parameters (e.g., {60%, 6m, 2m}) need to be addressed separately (see section 2.1).
Furthermore, ZTE (R1-2203252) proposed to modify the following in Table 6.1-1 of TR 38.857:
· UE horizontal drop is not required to be in a convex hull;
· No need to have dynamic UE/gNB antenna heights;
That is, ZTE propose:
· For UE horizontal drop, use the optional distribution instead of the baseline:
· “- (baseline) at least the convex hull of the horizontal BS deployment.
· – (optional) It can also be the whole hall area if the CDF values for positioning accuracy is obtained from whole hall area.”
· For UE/gNB antenna heights, use the baseline (fixed height) instead of the optional:
	UE antenna height
	Baseline: 1.5m
(Optional): uniformly distributed within [0.5, X2]m, where X2 = 2m for scenario 1(InF-SH) and X2=[image: ][image: ] for scenario 2 (InF-DH)  

	gNB antenna height
	Baseline: 8m
(Optional): two fixed heights, either {4, 8} m, or {max(4,[image: ][image: ]), 8}.



ZTE (R1-2203252) provided the following reasoning:
	· UE horizontal drop is not required to be in a convex hull 
· The reason for UE to be dropped inside a convex hull is to increase UE availability for traditional positioning methods.
· No need to have dynamic UE/gNB antenna heights
· Dynamic UE/gNB antenna heights are to evaluate the performance of 3-dimentional UE locations. We prefer to focus on 2-dimentional UE locations during the initial evaluation for AI/ML based positioning.



Thus, the following is proposed so that most simulation parameters can be agreed. The points raised by ZTE are to be further discussed.

Proposal 2.2.2-2
Reuse parameters common to InF scenarios defined in Table 6.1-1 of TR 38.857, except the following:
· Channel model;
· Clutter parameters;
· UE horizontal drop;
· UE/gNB antenna heights;

	
	Company

	Support
	

	Not support
	



	Company
	Comments

	vivo
	In principle, we support to reuse previous defined parameters in Table 6.1-1 of TR 38.857
However, 
1. Table 6.1-1 of TR 38.857 only defined layout/parameters for InF-DH and InF-SH. We need to add layout/parameters for other InF scenarios as well.
2. It’d be clear if the update to Table 6.1-1 of TR 38.857 is also listed into the proposal. It’s no clear what’re the update to the 4 sub-bullets of this proposal.

	Apple
	Fine with the proposal in general (clutter parameters, UE/GNB heights) but not clear what the change to the channel model is and no need to modify for horizontal drop so as to have fair comparison with traditional positioning schemes. 

	OPPO
	We understand the motivation. However, it is better to discuss the details (e.g., what the change is ) directly. 

	Samsung
	High clutter density {60%, 6m, 2m} for clutter parameters in InF scenarios shall be supported as another baseline for AI/ML evaluation. And similar confusion on the channel model part.

	ZTE
	Support in general. Better to have separate proposals to discuss which parameters should be modified.

	CATT
	The wording ‘except for’ is a little too broad. It is unclear what is changed. Also, we would like to clarify that this ‘exception’ does not lead to unfair comparison between AI/ML-based and traditional positioning methods.

	LG
	Fine in principle. The components for exception can be discussed further.

	InterDigital
	We support the proposal of dropping Ues outside of convex hull. Positioning accuracy achieved by traditional positioning technique(timing based, angle based) is sensitive to TRP’s locations or availability of TRPs. By dropping Ues in such manner, we can evaluate if AI/ML based positioning technique can improve (w.r.t. traditional positioning method) positioning accuracy in the entire factory floor (e.g. including corner of factories). 

	HW/HiSi
	It is better to agree on the use cases firstly before narrowing down the simulations assumptions. For the clutter parameters, we would like to repeat our comment for Proposal 2.1.2-2, that at least {60%, 6m, 2m} and {40%, 2m, 2m} should be considered, and other configurations can be FFS.
For the gNB antenna configuration, we suggest to modify to smaller number of antennas accord with the practical scenarios.
For channel model, we suggest to delete InF-SH from the Table 6.1-1.

	Xiaomi
	Both the Cluster parameter {60%, 6, 2} and Cluster parameter {40%, 4, 2} should be supported. 
Not clear the exact update for each component. More detailed description would be helpful 

	Spreadtrum
	Generally we are fine.

	CMCC
	It is better to list out the specific changes of this parameters. Agree with other companies to have separate proposals.

	Nokia, NSB
	We agree with other company views to have separate proposals. We would for e.g., prefer to reuse the common/baseline parameter for UE height (1.5m) and gNB height (8m) defined in TR 38.857.

	Lenovo
	Changes to the above parameters would also scale the required effort considering different InF scenarios. Preferably, changes that are deemed a necessity for AI/ML evaluations should be a considered. 

	Qualcomm
	We are ok with the basic proposal of the moderator. We have previously provided our comments regarding the clutter model and parameters. We are ok to have all the Ues at the same height and have the gNB antennas at the same height to look and evaluate the 2D accuracy as a metric.



2nd round discussion
For Proposal 2.2.2-1, majority companies can support, while HW/HiSi and Fraunhofer wish to fine tune a couple of parameters. Moderator’s suggestion is, Proposal 2.2.2-1 can be a common ground for all companies to use, while individual companies can submit results for other parameter settings as they wish (reduced number of antennas, reduced number of BS, etc). @HW/HiSi @Fraunhofer Please check if you can accept Proposal 2.2.2-1.
Proposal 2.2.2-1 is copied below for 2nd round of checking.

Proposal 2.2.2-1
For evaluation of AI/ML based positioning, reuse the common scenario parameters defined in Table 6-1 of TR 38.857.

Please comment if you have STRONG concern on proposal 2.2.2-1, and cannot accept it.
	
	Company

	STRONG concern
	HW/HiSi



	Company
	Comments

	HW/HiSi
	While we see it is useful to agree on common assumptions, we also see the benefit with flexible parameters. For example for commercial deployments in FR1 a lower number of gNB antennas is often used. An evaluation should not only be focused on 32 antennas but lower numbers should be allowed as well, e.g. (1,4,1,1,1). AI/ML based techniques can provide significant performance gains over legacy methods for these antenna configurations and can open the door for positioning applications where they are currently not feasible. 
We are therefore suggesting to update the proposal:
“For evaluation of AI/ML based positioning, reuse the common scenario parameters defined in Table 6-1 of TR 38.857 as a starting point.
· Companies report the gNB antenna configuration 

Moderator: Actually gNB antenna configuration is not in Table 6-1 of TR 38.857. For IioT use case, gNB antenna configuration is in Table 6.1-1: Parameters common to InF scenarios. Thus Proposal 2.2.2-1 should be acceptable.  

	Fraunhofer
	No strong concern 

	Nokia/NSB
	We are fine this proposal, and also fine with HW/HiSi update as a compromise. 



For Proposal 2.2.2-2, several companies recommended to list the table and modifications in details to facilitate discussion. Taking into account companies’ input, the 1st round discussion for InF sub-scenarios (i.e., at least include InF-DH) and cluster parameters (i.e., {60%, 6m, 2m}, and {40%, 2m, 2m}), the proposal is updated below. Note that Proposal 2.2.3-2 is for InF-DH only. If RAN1 agrees to evaluate another InF sub-scenario (e.g., InF-DL), then the parameters will be discussed further. 

Proposal 2.2.3-2
For evaluation of InF-DH scenario, the parameters are modified from TR 38.857 Table 6.1-1 as shown in Table 1.

Table 1. Modified TR 38.857 Table 6.1-1: Parameters common to InF scenarios
	 
	FR1 Specific Values 
	FR2 Specific Values

	Channel model
	InF-SH, InF-DH
	InF-SH, InF-DH

	Layout 
	Hall size
	InF-SH: 
(baseline) 300x150 m 
(optional) 120x60 m
InF-DH: 
(baseline) 120x60 m
(optional) 300x150 m

	
	BS locations
	18 BSs on a square lattice with spacing D, located D/2 from the walls.
-	for the small hall (L=120m x W=60m): D=20m
-	for the big hall (L=300m x W=150m): D=50m
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	Room height
	10m

	Total gNB TX power, dBm
	24dBm
	24dBm
EIRP should not exceed 58 dBm

	gNB antenna configuration
	(M, N, P, Mg, Ng) = (4, 4, 2, 1, 1), dH=dV=0.5λ – Note 1
	(M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), dH=dV=0.5λ – Note 1
One TXRU per polarization per panel is assumed

	gNB antenna radiation pattern
	Single sector – Note 1
	3-sector antenna configuration – Note 1

	Penetration loss
	0dB

	Number of floors
	1

	UE horizontal drop procedure
	Uniformly distributed over the horizontal evaluation area for obtaining the CDF values for positioning accuracy, The evaluation area should be 
- (baseline) at least the convex hull of the horizontal BS deployment.
- (optional) It can also be the whole hall area if the CDF values for positioning accuracy is obtained from whole hall area. 
FFS: which of the above should be baseline.
FFS: if an optional evaluation area is needed

	UE antenna height
	Baseline: 1.5m
(Optional): uniformly distributed within [0.5, X2]m, where X2 = 2m for scenario 1(InF-SH) and X2=[image: ][image: ] for scenario 2 (InF-DH)  
FFS: if the optional UE antenna height is needed

	UE mobility
	3km/h 

	Min gNB-UE distance (2D), m
	0m

	gNB antenna height
	Baseline: 8m
(Optional): two fixed heights, either {4, 8} m, or {max(4,[image: ][image: ]), 8}.
FFS: if the optional gNB antenna height is needed

	Clutter parameters: {density [image: ][image: ], height [image: ][image: ],size [image: ][image: ]}
	Low clutter density: 
{20%, 2m, 10m}
High clutter density:
- Baseline): {40%, 2m, 2m} for fixed UE antenna height and gNB antenna height
- (Optional): {40%, 3m, 5m}
- (Optional): {60%, 6m, 2m}

	Note 1:	According to Table A.2.1-7 in TR 38.802




	
	Company

	Support
	Ericsson

	Not support
	vivo (need clarification), HW/HiSi (add additional antenna setting)



	Company
	Comments

	vivo
	We noticed parameters related to other scenarios are removed here. Given moderator proposed to prioritize one more scenario, is the intention to have another table for the that scenario?
Even if RAN1 does not prioritize all scenarios for evalution, we still need layout/parameters for those (optional) scenearios. We think a single table is enough to capture them all. 

	CAICT
	We are fine with the proposed InF-DH configuration. If more scenarios could be included, some update could be considered. 

	CATT
	For clutter parameters, we prefer to have {60%, 6m, 2m} as baseline and {40%, 2m, 2m} as optional in Table 1.

	Samsung,
	We share the same question with vivo.

	OPPO
	Share same view as vivo and Samsung.
Regarding the clutter density, we support CATT’s proposal 

	HW/HiSi
	Based on our comment to the previous proposal, we suggest to add (M, N, P, Mg, Ng) = (1, 4, 1, 1, 1), dH=dV=0.5λ for FR1
Moderator: add a generic note that “Other antenna configurations are not precluded.” One question about (M, N, P, Mg, Ng) = (1, 4, 1, 1, 1): it seems that (1, 2, 2, 1, 1) is a more common configuration for 4 Tx?

	CMCC
	Since some clarification is needed for proposal 2.1.3-2. We suggest the following update:
High clutter density:
- Baseline): {40%, 2m, 2m} for fixed UE antenna height and gNB antenna height
- (Optional): {40%, 3m, 5m}
- (Optional): {60%, 6m, 2m}
FFS:whether one or both of the above should be used

	Nokia/NSB
	We do not have a strong view on the parameters that are removed, however we tend to agree with vivo that having a single table would be beneficial for baseline scenario(s).

	InterDigital
	We have the same view as vivo and Nokia.

	Qualcomm
	We are ok with the proposed settings.



[bookmark: _Hlk103701521]3rd round discussion
For Proposal 2.2.2-1, only HW/HiSi has strong concern, and suggest leaving room for simulating a lower number gNB antennas. However, moderator’s checking is, “Table 6-1: Common scenario parameters applicable for all scenarios” of TR 38.857 does not specify gNB antenna configuration. For IIoT use case, gNB antenna configuration is in “Table 6.1-1: Parameters common to InF scenarios”. Thus Proposal 2.2.2-1 should be acceptable. 
@HW/HiSi, could you please check if you accept Proposal 2.2.2-1 (copied below) considering the clarification above? 
Proposal 2.2.2-1
For evaluation of AI/ML based positioning, reuse the common scenario parameters defined in Table 6-1 of TR 38.857.

	Company
	Comments

	OPPO
	Support. 
In order to address the concern from some companies, a note can be added to clarify that companies can also provide evaluation results with additional parameter setting(s), e.g.,

For evaluation of AI/ML based positioning, reuse the common scenario parameters defined in Table 6-1 of TR 38.857.
· Companies can also provide evaluation results with additional parameter setting(s)

	Fujitsu
	Support

	HW/HiSi
	In table 6-1, as pointed out by the FL, indeed there is no gNB antenna configuration defined.  This is included in Table 6.1-1 which is adressed in the next proposal.
With the explaination given by the FL, this proposal is acceptable and I appoligize if I have caused confusion here.

	CAICT
	Support

	CATT
	We are fine with this proposal.

	LG
	Support the proposal.

	Xiaomi
	Support

	Samsung 
	Support the proposal.

	ZTE
	Support

	Nokia/NSB
	We are fine with this proposal.




Regarding simulation parameters for InF-DH scenario, Proposal 2.2.3-2 is revised considering companies’ input. Updates in Table 2 is marked in blue, as compared with Table 1.
· Regarding the parameters for another InF sub-scenario (if adopted), a bullet is added to clarify. For example, if InF-DL or InF-SL is prioritized, then the gNB antenna height has to be below the average clutter height, and it cannot use the baseline of 8m. 
· Regarding HW/HiSi comment on gNB antenna configuration, a note is added so that other configurations (e.g., a smaller number of gNB antenna ports) can be used by companies as well. Regarding HW/HiSi suggestion of (M, N, P, Mg, Ng) = (1, 4, 1, 1, 1), this specific one is not added in Table, since (1, 2, 2, 1, 1) might a more common configuration for 4 Tx.

Proposal 2.2.4-1
For evaluation of InF-DH scenario, the parameters are modified from TR 38.857 Table 6.1-1 as shown in Table 2.
· The parameters in Table 2 are applicable to InF-DH at least. If another InF sub-scenario is prioritized in addition to InF-DH, some parameters in Table 2 may be updated.


Table 2. Parameters common to InF scenario (Modified from TR 38.857 Table 6.1-1)
	 
	FR1 Specific Values 
	FR2 Specific Values

	Channel model
	InF-SH, InF-DH
	InF-SH, InF-DH

	Layout 
	Hall size
	InF-SH: 
(baseline) 300x150 m 
(optional) 120x60 m
InF-DH: 
(baseline) 120x60 m
(optional) 300x150 m

	
	BS locations
	18 BSs on a square lattice with spacing D, located D/2 from the walls.
-	for the small hall (L=120m x W=60m): D=20m
-	for the big hall (L=300m x W=150m): D=50m
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	Room height
	10m

	Total gNB TX power, dBm
	24dBm
	24dBm
EIRP should not exceed 58 dBm

	gNB antenna configuration
	(M, N, P, Mg, Ng) = (4, 4, 2, 1, 1), dH=dV=0.5λ – Note 1
Note: Other gNB antenna configurations are not precluded for evaluation
	(M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), dH=dV=0.5λ – Note 1
One TXRU per polarization per panel is assumed

	gNB antenna radiation pattern
	Single sector – Note 1
	3-sector antenna configuration – Note 1

	Penetration loss
	0dB

	Number of floors
	1

	UE horizontal drop procedure
	Uniformly distributed over the horizontal evaluation area for obtaining the CDF values for positioning accuracy, The evaluation area should be 
- (baseline) at least the convex hull of the horizontal BS deployment.
- (optional) It can also be the whole hall area if the CDF values for positioning accuracy is obtained from whole hall area. 
FFS: which of the above should be baseline.
FFS: if an optional evaluation area is needed

	UE antenna height
	Baseline: 1.5m
(Optional): uniformly distributed within [0.5, X2]m, where X2 = 2m for scenario 1(InF-SH) and X2=[image: ][image: ] for scenario 2 (InF-DH)  
FFS: if the optional UE antenna height is needed

	UE mobility
	3km/h 

	Min gNB-UE distance (2D), m
	0m

	gNB antenna height
	Baseline: 8m
(Optional): two fixed heights, either {4, 8} m, or {max(4,[image: ][image: ]), 8}.
FFS: if the optional gNB antenna height is needed

	Clutter parameters: {density [image: ][image: ], height [image: ][image: ],size [image: ][image: ]}
	Low clutter density: 
{20%, 2m, 10m}
High clutter density:
- Baseline): {40%, 2m, 2m} for fixed UE antenna height and gNB antenna height
- (Optional): {40%, 3m, 5m}
- (Optional): {60%, 6m, 2m}
FFS: if {40%, 2m, 2m} can be considered optional

	Note 1:	According to Table A.2.1-7 in TR 38.802



 
	
	Company

	Support
	OPPO, Fujitsu, Hw/HiSi, Apple, NVIDIA, CAICT, Qualcomm, CATT,CMCC, LG,Xiaomi, Samsung, ZTE, Nokia/NSB, Ericsson

	Not support
	



	Company
	Comments

	Qualcomm
	For moderator’s comment regarding InF-DL, we suggest adding InF-SL as well. See red below:
· “Regarding the parameters for another InF sub-scenario (if adopted), a bullet is added to clarify. For example, if InF-DL or InF-SL is prioritized, then the gNB antenna height has to be below the average clutter height, and it cannot use the baseline of 8m.” 

Moderator: Thanks for the comment. It’s reflected now.



4th round discussion
In May 17 GTW session, an agreement was made for the simulation parameters of the InF-DH scenario. In the 4th round discussion here, the goal is to resolve as many FFS as possible in the agreed simulation parameter table, as suggested by Apple during the GTW.
As a reference, ZTE’s input (R1-2203252) is repeated below, which was the reason to mark these fields as FFS.
	· UE horizontal drop is not required to be in a convex hull 
· The reason for UE to be dropped inside a convex hull is to increase UE availability for traditional positioning methods.
· No need to have dynamic UE/gNB antenna heights
· Dynamic UE/gNB antenna heights are to evaluate the performance of 3-dimentional UE locations. We prefer to focus on 2-dimentional UE locations during the initial evaluation for AI/ML based positioning.




	UE horizontal drop procedure
	Uniformly distributed over the horizontal evaluation area for obtaining the CDF values for positioning accuracy, The evaluation area should be selected from
- (baseline) the convex hull of the horizontal BS deployment.
- (optional) the whole hall area if the CDF values for positioning accuracy is obtained from whole hall area. 
FFS: which of the above should be baseline.
FFS: if an optional evaluation area is needed



Considering that the second bullet mentions CDF, moderator revised the two choices a bit. Please check.
Question 2.2.5-1
For UE horizontal drop procedure, which setting of the evaluation area should be selected as baseline?
Alt 1. the convex hull of the horizontal BS deployment, and the CDF values for positioning accuracy is obtained from the convex hull
Alt 2. the whole hall area, if and the CDF values for positioning accuracy is obtained from whole hall area

	
	Company

	Alt 1
	ZTE(Optional), Nokia/NSB

	Alt 2
	ZTE, Fujitsu, HW/HiSi, CAICT, InterDigital, Samsung, Nokia/NSB, Qualcomm, Ericsson



	Company
	Comments

	ZTE
	Alt.2 is a baseline and Optional for Alt.1

	Fujitsu
	We think the whole area should be selected as the baseline. 

	CATT
	We are open to both.

	OPPO
	We are open to either one

	Samsung
	Considering that the UE in the non-convex hull may have poor positioning accuracy, Alt 2 can be a baseline for evaluation.

	Nokia/NSB
	We are also open to both options.

	CMCC
	We are open to both.

	Qualcomm
	Considering the whole hall area is better for demonstrating comprehensive ML gain over classical schemes. We are ok with Alt 2 as a baseline and Alt 1 as optional.



Question 2.2.5-2
For UE horizontal drop procedure, is an optional setting of the evaluation area necessary in addition to the baseline?

	
	Company

	Yes
	

	No 
	HW/HiSi, CAICT



	Company
	Comments

	ZTE
	We would like to hear more views from companies in section 5.4 3rd round discussion to see if we should agree some mechanisms to generate training dataset. From our side, the collection of training data is hard and expensive in real world. So, it’s important to identify the performances under limited UE density for training data.

	Fujitsu
	We prefer to have no optional setting, however we are open for some minor more options if most companies are keen to push.

	HW/HiSi
	We think the alternatives provided in Question 2.2.5-1 are sufficient.
Thank you ZTE for bring up this discussion in 5.4.
From ZTE raised in 5.4 “In order to fairly compare the performance among companies, we prefer to agree the mechanism to generate training data.”
We share a similar view and think it would be feasible and important to agree on the size of the training data set in this meeting.
But we don’t agree to further specify details (or restrict) the mechanism to generate the training data set.

	CAICT
	Same view with HW/Hisi.

	InterDigital
	For clarity, we prefer that companies describe whether training data is generated with relation to areas (e.g., UEs dropped evenly across the factory floor, focus on edge of the factory floor).

	vivo
	We don’t understand the purpose of this question. ‘Optional’ means it’s up to companies to use. Why do we need to decide whether it’s necessary or not? Is the intention to remove optional setting from the table?  

	Nokia/NSB
	We also think that alternatives provided in Question 2.2.5-1 are sufficient. 
Regarding dataset generation, in our view training dataset size is important, however we do not think that it is relevant for RAN1 discussion – at least at this stage. In our opinion it is only relevant for UE-based model training and inference approaches, however we have not discussed such solutions yet.

	Qualcomm
	We prefer to provide more clarification on what is meant by the optional setting. If it is meant that one of alternatives from the previous proposal to be optional, then we think Alt 2 should be enough and Alt 1 can be optional.  




	UE antenna height
	Baseline: 1.5m
(Optional): uniformly distributed within [0.5, X2]m, where X2 = 2m for scenario 1(InF-SH) and X2=[image: ][image: ] for scenario 2 (InF-DH)  
FFS: if the optional UE antenna height is needed



Question 2.2.5-3
For UE antenna height, is the optional setting necessary in addition to the baseline?

	
	Company

	Yes
	LG

	No 
	ZTE, Fujitsu



	Company
	Comments

	ZTE
	Prefer to focus on 2D positioning in Rel-18

	Fujitsu
	Agree with ZTE.

	HW/HiSi
	We also prefer to focus on 2D positioning, but based on the agreement from GTW on May 17th, companies can also report vertical accuracy. For that matter it might be beneficial if the antenna height is kept optional.
Proposal 3.3.2-1
For all scenarios and use cases, the main KPI is the CDF percentiles of horizonal accuracy.
· Companies can optionally report vertical accuracy.


	CAICT
	Same view with ZTE and HW/HiSi.

	LG
	Regarding UE/gNB antenna height, it is already optional and it is unclear to preclude those. In Rel-17, it has been observed that the difference between UE and gNB antenna height affects a large amount of positioning accuracy. Considering InF scenario with heavy NLOS conditions, it would be severe where LOS/NLOS conditions can much vary depending on gNB/UE antenna height even if the considering other factors on environment are all the same.

	vivo
	We don’t understand the purpose of this question. ‘Optional’ means it’s up to companies to use. Why do we need to decide whether it’s necessary or not? Is the intention to remove optional setting from the table?  

	Nokia/NSB
	We are fine with the view expressed by HW/HiSi, in terms of keeping the vertical positioning accuracy optional.

	CMCC
	It can be optional. We have the same question as vivo, why we discuss whether optional should be necessary?

	Qualcomm
	We see the baseline enough but are ok with having the optional setting.




	gNB antenna height
	Baseline: 8m
(Optional): two fixed heights, either {4, 8} m, or {max(4,[image: ][image: ]), 8}.
FFS: if the optional gNB antenna height is needed



Question 2.2.5-4
For gNB antenna height, is the optional setting necessary in addition to the baseline?

	
	Company

	Yes
	LG

	No 
	Fujitsu, Nokia/NSB



	Company
	Comments

	Fujitsu
	No need.

	HW/HiSi
	We also prefer to focus on 2D positioning, but based on the agreement from GTW on May 17th, companies can also report vertical accuracy. For that matter it might be beneficial if the antenna height is kept optional.
Proposal 3.3.2-1
For all scenarios and use cases, the main KPI is the CDF percentiles of horizonal accuracy.
· Companies can optionally report vertical accuracy.


	CAICT
	2D positioning is preferred. 

	LG
	The same reason as mentioned above.

	Samsung
	We share the same view with HW/HiSi and think the antenna height can be kept as optional.

	vivo
	We don’t understand the purpose of this question. ‘Optional’ means it’s up to companies to use. Why do we need to decide whether it’s necessary or not? Is the intention to remove optional setting from the table?  

	Nokia/NSB
	We are fine with having an optional setting, however we don’t think it is necessary.

	CMCC
	Same question as 2.2.5-3

	Qualcomm
	We see the baseline enough but are ok with having the optional setting.




5th round discussion
Based on companies’ input to Question 2.2.5-1 (evaluation area), majority companies think the baseline is “the whole hall area”, and it is optional to use “the convex hull of the horizontal BS deployment”. 
Regarding the meaning of ‘optional’, ‘optional’ in the proposal is the same as in Table 6.1-1 of 38.857. Moderator’s understanding is, all companies simulate using baseline setting, and companies can additionally simulate the optional setting.
Accordingly, the following is proposed.

Proposal 2.2.6-1
The entry “UE horizontal drop procedure” in the simulation parameter table for InF is updated to the following.
	UE horizontal drop procedure
	Uniformly distributed over the horizontal evaluation area for obtaining the CDF values for positioning accuracy, The evaluation area should be selected from
- (baseline) the whole hall area, if and the CDF values for positioning accuracy is obtained from whole hall area.
- (optional) the convex hull of the horizontal BS deployment, and the CDF values for positioning accuracy is obtained from the convex hull. 
FFS: which of the above should be baseline.
FFS: if an optional evaluation area is needed



Please comment if you have STRONG concern on the proposal above and cannot accept it.
	[bookmark: _Hlk103709620]
	Company

	STRONG concern
	



	Company
	Comments

	HW/HiSi
	Support

	Nokia/NSB
	We are fine with this proposal.



Regarding UE and gNB antenna height, HW/HiSi and Nokia/NSB thinks the optional setting should be kept since vertical accuracy can be optionally reported. LG thinks the optional setting is needed since it may significantly affect the LOS/NLOS conditions. 
About the meaning of ‘optional’ and why “whether it’s necessary or not”: the moderator’s understanding is, if the optional setting is useful, it should be kept in the table. Otherwise, the optional setting can be deleted from the table, as suggested by ZTE (R1-2203252). 
According to the above understanding, the following is proposed, i.e., remove the FFS, and keep the Optional setting in the simulation parameter table.

Proposal 2.2.6-2
The entries “UE antenna height” and “gNB antenna height” in the simulation parameter table for InF is updated to the following.
	UE antenna height
	Baseline: 1.5m
(Optional): uniformly distributed within [0.5, X2]m, where X2 = 2m for scenario 1(InF-SH) and X2=[image: ][image: ] for scenario 2 (InF-DH)  
FFS: if the optional UE antenna height is needed

	…
	…

	gNB antenna height
	Baseline: 8m
(Optional): two fixed heights, either {4, 8} m, or {max(4,[image: ][image: ]), 8}.
FFS: if the optional gNB antenna height is needed



Please comment if you have STRONG concern on the proposal above and cannot accept it.
	
	Company

	STRONG concern
	



	Company
	Comments

	HW/HiSi
	Support

	Nokia/NSB
	We are fine with this proposal




Simulation Methodology
Companies’ view from contribution
Some issues related to simulation methodology are discussed in companies’ contributions. Representative views are copied below.
	· ZTE (R1-2203252)
Proposal 4：Reuse common scenario parameters defined in Table 6-1 of TR 38.857, which defines the carrier frequency, bandwidth, sub-carrier spacing, UE antenna configuration, network synchronization error, and UE/Gnb Rx/Tx timing errors.
Proposal 6: In order to generate datasets for AI/ML based positioning, the following procedures for spatial consistency should be modeled,
· Section 7.5 of TR 38.901 defines the correlation distance for DS, ASD, ASA, SF, ZSA, ZSD;
· Clause 7.6.3.1 of TR 38.901 introduces procedures to model the spatial consistency for cluster-specific and ray-specific random variables, LOS/NLOS state, and Indoor/Outdoor state;
· Section 7.9.6 of TR 38.901 gives values to model the spatial consistency of absolute time of arrival.


	· CAICT (R1-2204184)
Proposal 2: Synchronization error should be considered in evaluation assumptions.


	· Apple (R1-2204242)
Proposal 2: To demonstrate the efficacy of the method a comparison of AI-based positioning methods and traditional positioning methods should be evaluated in a  heavy NLOS scenario and a light NLOS scenario. 
· Use cases with heavy NLOS defined in 38.857 (Study on NR Positioning Enhancements (Release 17)), e.g. InF-DH, should be selected for evaluation.
· A low NLOS use case (e..g Uma) may also be evaluated for comparison
· The clutter parameters for the InF-DH scenario should harmonized.
· Additional non-ideal assumptions such as UE/TRP Rx/Tx timing errors and synchronization errors may  also be considered as optional.
· Spatial consistency is recommended.
· The absolute-time-of arrival model defined in TR 38.901 should be considered.


	· Vivo (R1-2203554): 
Observation 2:	Performance under different spatial consistency assumption can be vastly different, and positioning performance with spatial consistency (0.99m@90%) is noticeably better than that of without spatial consistency (5.89m@90%).
Proposal 5:	Spatial consistency assumption should be adopted for performance evaluation.


	· Qualcomm (R1-2205028)
Proposal 3: The channel model in TR 38.901  is adequate for conducting initial evaluation on AI/ML positioning enhancement. It is recommended to have spatial consistency and/or consistent temporal evolution enabled, as in Section 7.6.3.1 and 7.6.3.2 for generating the channels. 
Proposal 10: Evaluation should also consider evaluating the robustness to UE and network impairments (e.g., UE clock drift, group delays, TRP synchronization, etc.).  Companies to agree on these settings. Companies can adopt previous settings used in RAN1 Rel-17, TR 38.857 .




1st round discussion
Several companies emphasized the importance of spatial consistency when performing the evaluation, especially for the fingerprinting based method. These companies include: vivo, Qualcomm, ZTE, Huawei, Apple. Indeed spatial consistency is important in simulation setup. The  implementation of spatial consistency has been addressed in previous RAN1 discussion, and companies can implement according to Clause 7.6.3 of TR 38.901.

Proposal 2.3.2-1
Spatial consistency is enabled in the channel model for evaluation of AI/ML enabled positioning.
· The implementation of spatial consistency is according to Clause 7.6.3 of TR 38.901.

	[bookmark: _Hlk103700737]
	Company

	Support
	Vivo, Apple, Samsung, Fujitsu, CAICT, NVIDIA, InterDigital, [Hw/HiSi], Nokia/NSB, Lenovo, Qualcomm, Ericsson

	Not support
	OPPO(It should be optional), Futurewei, CATT(optional), LG (optional), Fraunhofer



	[bookmark: _Hlk103700757]Company
	Comments

	Apple
	Define if Spatial consistency is for large scale parameters only or both large scale and ynch scale parameters.

	OPPO
	Based on our observation, only modeling the spatial correlation of larger scale parameter can offer good enough performance for AI-based solution. Thus, the spatial consistency of small scalr ynchroniz can be optional.  

	Futurewei
	As discussed during the Q&A of the GTW, this needs not be mandatary. 

	ZTE
	We think both large scale and small scale parameters should have consistency, which can better reflect the realistic environment. Therefore, Proposal 2.3.2-1 should further includes:
· Section 7.5 of TR 38.901 defines the correlation distance for DS, ASD, ASA, SF, ZSA, ZSD;
· Section 7.9.6 of TR 38.901 gives values to model the spatial consistency of absolute time of arrival.

	CATT
	Spatial consistency might improve the accuracy of positioning, but it is complex and may have uncertain impact on performance calibration for different companies. We can compare evaluate AI-based positioning without spatial consistency firstly. Spatial consistency can be an optional choice.

	Fujitsu
	The spatial consistency is important for AI/ML model feature extraction, we support this proposal.

	NVIDIA
	Though spatial consistency in TR 38.901 may be used a baseline, it would be good to check its ynchroni accuracy.

	InterDigital
	We are ok to clarify the aspects mentioned by Apple.

	HW/HiSi
	TR 38.901 describes the statistical features that shall be achieved with spatially consistent modelling. We are supportive to this. Then, how to do the modelling is not described in the TR itself.
Here we like to have clarified if modelling details should be aligned also or if companies should report their own modelling methods.

	Xiaomi
	We tend to share similar view with CATT. AI-based positioning w/o spatial consistency could be the first priority. 

	CMCC
	We think evaluation results can be provided to decide whether spatial consistency for large scale parameters and/or small scale parameters should be mandatary.

	Fraunhofer
	We suggest to evaluate spatial consistency according to TR38.901 for the identified positioning AI/ML enabled use cases.
Spatial consistency is in general an important feature however we have concerns on that it is sufficient to carry evaluations especially for the NLOS use case. Among others, these issues should be evaluated the w.r.t to the NLOS use case: 
· The AI/ML approach should be robust against changes in the environment. The risk in that model learns the details of the spatial consistency configuration on the training data needs to be evaluated.
· The spatial consistency do not model the correlation between the TRPs. In a simple example, the channel of 2 nearby TRPs are uncorrelated for a given area although blockers and scatters are common. Such information is highly relevant for the robustness against environmental changes. 
For the NLOS use case, we consider having two parts in the channel environment model necessary: (1) a [partly] deterministic part representing the clusters and/or blockers in a an environment and (2) a random part caused by changes in the environment which changes with every drop or in a real-world representing the typical changes like a forklift in an industry blocking a link and creating other MPCs . 


	Nokia, NSB
	We would prefer to use the spatial consistency procedure mentioned in 38.901, as part of this study.

	Qualcomm
	We support the use of spatial consistency procedures for channel modelling and agree that Clause 7.6.3 is a good starting point. However, we note that there are two different sets of procedures specified in this clause: Section 7.6.3.1 discusses the details of modelling spatial consistency for large scale and some scale parameters while Section 7.6.3.2 models spatial consistency under mobility. We request companies to provide further input on whether Section 7.6.3.1 is sufficient for this study or whether we need to consider mobility based spatial consistency in Section 7.6.3.2 as well as the baseline for modelling spatial consistency. If Section 7.6.3.2 is recommended, companies are also encouraged to provide further input regarding the use of Procedure A or Procedure B.





Several companies pointed out that the evaluation should consider potential UE and network impairments, including: UE and network synchronization, UE clock drift, inter-TRP synchronization, group delays, etc.
Network synchronization is a parameter in Table 6-1 of TR 38.857, see below. In Rel-17 study item, both perfect synchronization and 50ns synchronization error were investigated. Similarly, UE/Gnb RX and TX timing error are also modelled in Table 6-1 of TR 38.857, with the error range up to participating companies.
To investigate realistic positioning accuracy, UE and network impairments have to be included in the simulation study. Such investigation should be included in Rel-18, similar to Rel-17 study item.

TR38.857, Table 6-1 Common scenario parameters applicable for all scenarios:
	Network synchronization
	The network synchronization error, per UE dropping, is defined as a truncated Gaussian distribution of (T1 ns) rms values between an Enb and a timing reference source which is assumed to have perfect timing, subject to a largest timing difference of T2 ns, where T2 = 2*T1
–	That is, the range of timing errors is [-T2, T2]
–	T1:	0ns (perfectly synchronized), 50ns (Optional)

	UE/Gnb RX and TX timing error
	(Optional) The UE/Gnb RX and TX timing error, in FR1/FR2, can be modeled as a truncated Gaussian distribution with zero mean and standard deviation of T1 ns, with truncation of the distribution to the [-T2, T2] range, and with T2=2*T1:
-	T1: X ns for Gnb and Y ns for UE
-	X and Y are up to sources  
-	Note: RX and TX timing errors are generated per panel independently

Apply the timing errors as follows: 
-	For each UE drop, 
-	For each panel (in case of multiple panels)
-	Draw a random sample for the Tx error according to [-2*Y,2*Y] and another random sample for the Rx error according to the same [-2*Y,2*Y] distribution. 
-	For each Gnb 
-	For each panel (in case of multiple panels)
-	Draw a random sample for the Tx error according to [-2*X,2*X] and another random sample for the Rx error according to the same [-2*X,2*X] distribution. 
-	Any additional Time varying aspects of the timing errors, if simulated, can be left up to each company to report.
-	For UE evaluation assumptions in FR2, it is assumed that the UE can receive or transmit at most from one panel at a time with a panel activation delay of 0ms.




Proposal 2.3.2-2
The evaluation investigates the network synchronization and the UE/Gnb RX and TX timing error by reusing TR 38.857 assumptions.

	
	Company

	Support
	Vivo, Apple,OPPO, Samsung, ZTE, CATT, LG, Fujitsu, CAICT, NVIDIA,Xiaomi,CMCC, Lenovo, Qualcomm, Ericsson

	Not support
	



	Company
	Comments

	Apple
	Should be optional 

	Fujitsu
	Maybe in the first stage we can focus on the AI/ML model for ideal synchronization scenarios and we can start further study for unsync cases in the future.

	HW/HiSi
	Optional could be a good starting point.

	Nokia, NSB
	In principle we are fine with such considerations, however, we would prefer to evaluate synchronization and timing errors at a later stage of the study, once the baseline assumptions and results are available.

	Qualcomm
	We find error modelling in TR 38.857 Table 6.1 good starting point. We note that there are three types of impairments to be considered in a positioning system: (1) Synchronization error at the TRPs applicable to time difference of arrival methods, (2) Group delay, modelled as the timing error after a correction procedure and (3) UE clock drift w.r.t to the network clock. For the synchronization error and timing error modelling, we are ok with the proposals mentioned by the moderator. 
For ML based methods, we note that the input to the ML algorithms may be the CFR/CIR, and these inputs do not account for the clock drift at the UE, which is naturally accounted for in TDOA methods by performing a time difference. We request companies to provide further views on whether clock drift should be modelled to evaluate the performance of ML algorithms




2nd round discussion

For Proposal 2.3.2-1 on spatial consistency, it seems that there are substantial support for it, while the details should be further discussed among companies. In the following, several questions/suggestions by companies are explored further.

First, there is the question of spatial consistency should be baseline or optional.
Question 2.3.2-1
Should spatial consistency be enabled in the channel model for evaluation of AI/ML enabled positioning?
Option 1. Baseline: spatial consistency is enabled. Optional: spatial consistency is not enabled.
Option 2. Baseline: spatial consistency is not enabled. Optional: spatial consistency is enabled.

	
	Company

	Option 1
	Vivo, Fujitsu, CAICT, Samsung, HW/HiSi, NVIDIA, Nokia/NSB, Qualcomm, Ericsson

	Option 2
	LG, CATT, OPPO, Xiaomi



	Company
	Comments

	vivo
	Question for clarification: optional means companies can bring results with optional setup in ynchron to results with baseline setup?

	Fujitsu
	We share the same question with vivo. These two options seem to be confused.

	LG
	We have a similar view with CATT mentioned in 1st round discussion that it would lead the difficulty of performance calibration for each company. Hence, adopting channel model not enabling spatial consistency should be prioritized for evaluation.

	CAICT
	We think spatial consistency should be enabled. More results could be considered as optional.

	CATT
	As explained before, (1) Spatial ynchroniza may have uncertain impact on calibration and generalization. AI/ML model performance without spatial consistency should be looked into first. (2) For modelling spatial efficiency, companies view on detailed procedure/parameters may be divergent. (3) From view of complexity, modelling spatial consistence is more difficult and somewhat contradictory with the understanding of ‘baseline’.

	OPPO
	Agree with LG/CATT. Additional, spatial concistency will lead to overfitting issue. 

	Xiaomi
	Same view with CATT, LG, OPPO. In the previous evaluations, spatial consistency is seldom considered for most cases. 

	Fraunhofer
	Generally, SC is a useful feature for positioning. For the “Direct AI/ML positioning” evaluations we prefer to conclude under which constraints this feature is applicable in the next meeting. If SC is optional and no discussions takes part on possible modifications then we wonder how direct positioning methods can be evaluated in this SI.

	CMCC
	It seems that companies have different understandings about spatial consistency. This question should be discussed together with Q 2.3.2-2

	Nokia/NSB
	We think spatial consistency makes sense mainly for fingerprinting type of solutions. So having the option to not enable it, for e.g., for LOS/NLOS classification problem makes sense to us.

	Qualcomm
	We support enabling spatial consistency. FFS is discussing further details to enable spatial cosnsistency.



Second, there is a question about large scale and small scale parameters. In Appendix C, some relevant texts on large scale and small scale parameters are copied from 38.901.
Question 2.3.2-2
Which parameters should have spatial consistency enabled when spatial consistency is applied?
Option 1. Only for large scale parameters.
Option 2. For both large scale and small scale parameters.

	
	Company

	Option 1
	

	Option 2
	Vivo, Qualcomm, Ericsson



	Company
	Comments

	OPPO
	In our understanding, spatial consistency refers to Section 7.6.3. of 38.901, which is only related to small scale parameters.

	HW/HiSi
	We think it can be up to companies to provide their assumptions for spatial consistency modeling. 
From our perspective, we would prefer Option 3: to model spatial consistency for the absolute time of arrival in addition to large and small scale parameters
This question could be merged with the following question 2.3.2-3, because that question is only related to small scale parameters, 
for example:
Which parameters should have spatial consistency enabled when spatial consistency is applied?
Option 1. Only for large scale parameters.
Option 2. For both large scale and small scale parameters.
· FFS if spatial consistency is modeled for small scale parameters according to TR38.901 section 7.6.3.1 only, or also section 7.6.3.2


	CMCC
	After checking 38.901, we have the same question with OPPO. 

	Nokia/NSB
	We think that spatial consistency applies at least to shadowing / slow fading which is a large scale parameter. However, we wonder about the relevance of this question since the parameters to which spatial consistency is applied is already defined in 38.901.

	InterDigital
	Details related to spatial consistency (applicable to large/small scale fading) can be clarified before agreeing to the proposal.

	Qualcomm
	We support enabling spatial cosnsistency for both large and small scale settings. FFS is discussing options for enabling consistency for small scale parameters.



Qualcomm raised the question if 38.901 Section 7.6.3.1 is sufficient for this study or Section 7.6.3.2 should be included also. Under 38.901 Section 7.6.3.2, the use of Procedure A or Procedure B need to be clarified.

Question 2.3.2-3
For spatial consistency modeling in 38.901, to what extent should it be modeled?
Option 1. TR38.901 section 7.6.3.1 only;
Option 2. Both TR38.901 section 7.6.3.1 and section 7.6.3.2 (for mobility simulation enhancement). 
· For section 7.6.3.2, further discuss which procedure to use: Procedure A or Procedure B.

	
	Company

	Option 1
	vivo, CAICT,OPPO, HW/HiSI, Ericsson

	Option 2
	Nokia/NSB, Qualcomm (FFS)



	Company
	Comments

	Samsung
	Option 1 can be the starting point.

	HW/HiSi
	This question is highly related to 2.3.2-2.
Since Option 1 and Option 2 only model spatial consistency for small scale parameters, it would be better to include this question as a sub-option to Questions 2.3.2-2. Please see our suggestion for the proposal above

	Nokia/NSB
	We support option 2 and prefer to use Procedure A for spatial consistency modeling.

	Qualcomm
	While we are in favour of more detailed modelling, choosing between Procedure A or B is FFS. We are open to further discussion and welcome views from other companies.



Huawei asked if modelling details should be aligned among companies, or if companies should report their own modelling methods.
Question 2.3.2-4
For modeling the spatial consistency modeling in 38.901, should RAN1 companies align to the same method?
Option 1. Yes, align to a same method;
Option 2. No need to align to a same method. It’s sufficient to align to the same statistical features as in TR 38.901. Each company report the modelling method being applied.

	
	Company

	Option 1
	Fujitsu, CAICT, Samsung,OPPO, Xiaomi ,CMCC

	Option 2
	[HW/HiSi], Nokia/NSB, Qualcomm, Ericsson



	Company
	Comments

	vivo
	It’s not clear to us what does it mean by align to a same method. Can the proponent clarify?

	Fujitsu
	We support have the alignment, however, we also want a more clarification on the word “align”.

	Samsung
	The generation of spatial consistency should be aligned to a same method to guarantee the degree of channel correlation. The issue proposed by vivo and Fujitsu need to further clarified.

	OPPO
	In the previous 3GPP evaluations, spatial consistency is not used for most cases. Due to its complexity and lack of calibration, it would be good to make alignment and cross check among companies for the modeling of spatial consistency. 

	Xiaomi
	Different channel correlation would impact the AI performance, thus the modeling methods should be aligned to achieve the same correlation among companies. 

	HW/HiSi
	We would be fine aligning the method if this is easy to achieve, but it is not necessary for the evaluation. Looking at the status of the discussion, it seems that modeling spatial consistency has many open questions. Therefore we would prefer as a starting point that companies report their assumptions. What is important, on the other hand, is that spatial consistency is modeled. 

	Nokia/NSB
	We agree with HW/HiSi and are worried about the possible overhead such an alignment might cause. We are fine with option 2, and solutions can be evaluated based on the reported modeling method that is applied.

	Qualcomm
	Aligning methodology would require significant discussion and consume a lot of time. Companies can report assumptions about their modelling methodology of spatial consistency.




Regarding network synchronization and the UE/Gnb RX and TX timing error, there is substantial support to study, although some companies suggest to start with ideal synchronization. Moderator’s view is, there is no need for RAN1 to define a timetable for when to submit results with vs without impairments. Each company can decide when to submit which results. 
Regarding if it is optional to evaluate impairments: moderator’s understanding is, 38.857 Table 6-1 have these fields marked as Optional already. Thus there is no need to repeat it in the proposal. But this understanding can be checked among companies. 

Proposal 2.3.2-5
The evaluation investigates the network synchronization and the UE/Gnb RX and TX timing error by reusing the assumptions in TR 38.857 Table 6-1 (see “Network synchronization”, “UE/Gnb RX and TX timing error”).

Please comment if you have STRONG concern on proposal 2.1.3-5, and cannot accept it.
	
	Company

	STRONG concern
	HW/HiSi



	Company
	Comments

	HW/HiSi
	Can you please clarify the direction /intention of this proposal? Please correct me if I am wrong, but my impression is that the current wording suggests that „network ynchronization and timing errors“ are going to be considered regardless of the sub use case (if any)?
We think that the network ynchronization and timing errors instead could be considered as one simulation assumption when the data set is constructed and the preferred use cases are evaluated. IS this the intention of the proposal? 
This proposal could also be seen as a sub bullet of the next proposal 2.3.2-3, for the case that network synchronisation investigation is pursued? What do you think?
If this proposal is treated independently from the following one, we would suggest to update it as follows to make it clear more:
The evaluation of the selected sub use cases investigates may take into account the network synchronization and the UE/Gnb RX and TX timing error by reusing the assumptions in TR 38.857 Table 6-1 (see “Network synchronization”, “UE/Gnb RX and TX timing error”).

	Nokia/NSB
	We are fine with this proposal especially since these are optional assumptions that companies could use, if required.



Proposal 2.3.2-6
The evaluation of the network synchronization and the UE/Gnb RX and TX timing error are optional. The baseline assumption is: no network synchronization error and no UE/Gnb RX and TX timing error.
	
	Company

	Support
	CAICT, Samsung, OPPO, Xiaomi,CMCC, Nokia/NSB, Qualcomm, Ericsson

	Not support
	Fujitsu



	Company
	Comments

	vivo
	I’m not sure we need this proposal if Proposal 2.3.2-2 were agreed. TR 38.857 table 6-1 already listed 50ns (optional) and optional for Rx and Tx timing error.

	Fujitsu
	Our idea is to left the evaluation of synchronization error in the future.

	CAICT
	We are fine with the proposal.

	CATT
	As pointed out by vivo, seems natural to consider network synchronization and the UE/Gnb RX and TX timing error in evaluation assumption.

	Samsung
	General fine with the proposal and it should be consistent with Proposal 2.3.2-2.

	HW/HiSi
	This proposal should be treated together with the previous proposal to avoid confusion.

	Nokia/NSB
	We support this proposal and think that it is important to clarify this common understanding in RAN1.



Qualcomm raised the question whether to evaluate UE clock drift with regard to the network clock, which is a new issue for AI/ML based method. It’s good to check companies’ view.
Question 2.3.2-7
Should UE clock drift be modelled when evaluating the performance of AI/ML based positioning?
	
	Company

	Yes
	Qualcomm

	No 
	Fujitsu



	Company
	Comments

	vivo
	We’re open if companies want to evaluate clock drift. We don’t think a common modeling is need here. Companies can bring up results with detail explanation of modeling for consideration.

	Fujitsu
	Our idea is to left the evaluation of clock drift in the future.

	CAICT
	Same view as vivo pointed out.

	CATT
	UE clock drift may be optional, if companies want to report it.

	OPPO
	It is up to each company. 

	HW/HiSi
	Optional

	CMCC
	We think it is optional.

	Nokia/NSB
	Similar views as vivo, we are fine if companies want to evaluate this issue.

	Qualcomm
	Classical techniques, e.g., TDOA methods, account for clock drift by performing a time difference. However, ML approaches do not account for such drift naturally and needs to be designed to do so. We support modelling of clock drift for training and evaluation although it can be optional. FFS is the modelling of clock drift.



3rd round discussion
For the issues related to spatial consistency, companies have different understanding about the various aspects of it. We can have further discussion to understand each other better.
Regarding Question 2.3.2-1: 
· ‘baseline’ means this is a required setup. ‘optional’ means it’s up to each company to decide if they wish to simulate the optional setup, in addition to the baseline setup.
· Regarding Xiaomi comment “spatial consistency is seldom considered for most cases”: TR 38.857 does have this sentence in section 6: “For evaluations including UE mobility, the spatial consistency procedure defined in TR 38.901 is taken into consideration.” Since InF scenario uses “UE mobility	= 3km/h” (TR38.857, Table 6.1-1), moderator’s understanding is, Rel-17 study item already enabled spatial consistency in evaluation for the InF scenarios. 

Considering companies input and above clarification, the following is proposed.

Proposal 2.3.4-1
For evaluation of AI/ML enabled positioning, spatial consistency is enabled according to TR 38.901.
· Companies may optionally submit the evaluation results when spatial consistency is not enabled.
· FFS: details for modeling spatial consistency.

	
	Company

	Support
	Vivo, HW/HiSi, InterDigital, Apple, NVIDIA, CAICT, Qualcomm, Samsung, ZTE, Nokia/NSB, Ericsson

	Not support
	



	Company
	Comments

	OPPO
	We can postpone this proposal until we have a common understanding on what spatial consistency refers to as discussed in Proposal 2.3.4-2.

In general, we support to model the spatial correlation of larger scale parameters (Section 7.5) and to model the spatial consistency of abosotue time of arrival (Section 7.6.9).  Modleing of spatial consistency defined in Section 7.6.3.1 can be optional. 

	Apple
	Agree with Oppo that LSF and ATOA should be priority.

	Qualcomm
	We are ok with the updated proposal.

	CATT
	Agree with OPPO and Apple. There is some difficulty and additional work to align the parametes and modeling of spatial consistency under the preferences of different companies.
Also, as pointed out by Nokia, in some sub cases, spatial consistency seems redundant, i.e. LOS/NLOS identification. We prefer to make spatial consistancy optional.

	CMCC
	We share the same view with OPPO/Apple/CATT, we think spatial consistancy can be optional.

	LG
	We also see that adopting channel model not enabling spatial consistency should be prioritized for evaluation as CATT/Nokia mentioned.

	Xiaomi
	Althgouh the spatial consistancy is mentioned in the R17 positioning evaluation, however it is not mandatory. In the R17 positioning evaluation, there is no discussion on how to model the spatial consitancy and there is no calibration among different companies, either. From this point, we think OPPO’s proposal is one way we can step further.   

	Nokia/NSB
	We are fine with keeping spatial consistency enabling/disabling optional. Companies can clarify the details of spatial consistency modeling they used in their contribution.




Regarding large scale and small scale parameters, there is a confusion about which specification text is for the various aspects. Moderator’s understanding is the following, which is summarized from companies’ input:
· Section 7.5 of TR 38.901 defines the correlation distance for DS, ASD, ASA, SF, K, ZSA, ZSD; 
· These are large scale parameters;
· Section 7.6.3.1 of TR 38.901 describes the spatial consistency for cluster-specific and ray-specific random variables, LOS/NLOS state, and Indoor/Outdoor state. Most are about small scale parameters.
· Note: LOS/NLOS state, Indoor/Outdoor state are large scale parameters;
· Note: Indoor/Outdoor state is not applicable to InF scenario (i.e., indoor always);
· Section 7.6.9 of TR 38.901 provides the absolute time of arrival.

Based on text in section 7.6.3, moderator’s understanding is, both large scale and small scale parameters are modelled for spatial consistency. Some detailed issues to be further discussed are:
· Should section 7.6.3.2 (for mobility simulation enhancement) be modelled in addition to section 7.6.3.1?
· If section 7.6.3.2 is applied, which alternative procedure to follow, Procedure A or Procedure B?
· Should the absolute time of arrival be modelled in addition to the large and small scale parameters?
· TR38.901 section 7.6.9 Absolute time of arrival: “To support simulations in which absolute time of arrival is important, the propagation time delay due to the total path length is considered in step 11 of the fast fading model as follows.”

Based on the above, the following is proposed.
Proposal 2.3.4-2
If spatial consistency is to be enabled, both large scale and small scale parameters are modelled.
· FFS: if spatial consistency is modeled according to TR38.901 section 7.6.3.1 only, or also section 7.6.3.2.
· FFS: if the absolute time of arrival (TR38.901 section 7.6.9) is modelled in addition to the large and small scale parameters.

	
	Company

	Support
	Vivo, HW/HiSi, InterDigital, CAICT, Qualcomm, Samsung, ZTE

	Not support
	



	Company
	Comments

	OPPO
	we support to model the spatial correlation of larger scale parameters (Section 7.5) and to model the spatial consistency of abosotue time of arrival (Section 7.6.9).  Modleing of spatial consistency defined in Section 7.6.3.1 can be optional.

	Apple
	Baseline should be LSP and ATOA. 

	Qualcomm
	We are ok with the updated proposal. The first FFS is better to be discussed and finalized this meeting.

	CMCC
	We support to model the spatial consistency of absolute time of arrival.

	ZTE
	Prefer to list what should be included for large scale and small scale parameters:
· Section 7.5 of TR 38.901 defines the correlation distance for DS, ASD, ASA, SF, K, ZSA, ZSD; 
· These are large scale parameters;
· Section 7.6.3.1 of TR 38.901 describes the spatial consistency for cluster-specific and ray-specific random variables, LOS/NLOS state, and Indoor/Outdoor state. Most are about small scale parameters.
· Note: LOS/NLOS state, Indoor/Outdoor state are large scale parameters;
· Note: Indoor/Outdoor state is not applicable to InF scenario (i.e., indoor always);
· Section 7.6.9 of TR 38.901 provides the absolute time of arrival.
From our side, wed don’t see the need to model UE mobility as defined in section 7.6.3.2. We prefer to focus on static positioning in Rel-18.

	Nokia/NSB
	We are not sure if both large-scale and small-scale parameters need to be mandated.



About aligning to the same method or not for modelling spatial consistency, several companies expressed concern that it requires significant effort to achieve alignment. This does not seem to be the best use of RAN1 discussion time. Thus it is proposed that companies can report the method they used, without worrying about methodology alignment. 
Proposal 2.3.4-3
For modeling the spatial consistency, the statistical features described in 38.901 are applied. Each company report the modelling methodology used in their evaluation. As a starting point, RAN1 does not attempt to align to a same methodology.

	
	Company

	Support
	HW/HiSi, Qualcomm, Nokia/NSB, Ericsson

	Not support
	



	Company
	Comments

	OPPO
	The intention of this proposal is not clear. If the intention is to clarify the group will not try alignment, then it is sufficient to stop the discussion. In this case, it seems no agreement is needed.  

	CAICT
	Spatial consistency will also affect the positioning accuracy, we are open to discuss modeling the spatial consistency.

	ZTE
	No need this proposal. Companies only need to provide which sections in TR 38.901 are used to model spatial consistency. No further details are needed. 

	Nokia/NSB 
	We tend to agree with Oppo that perhaps this proposal is not explicitly required, though we are fine on agreeing this topic.



Regarding network synchronization and the UE/Gnb RX and TX timing error, companies agree that the simulation assumption table includes these errors as optional in entries under “Network synchronization”, “UE/Gnb RX and TX timing error”. Thus the proposal below is intended to encourage companies to submit simulation results when these errors are taken into account. Individual companies can consider this optional as marked in the simulation parameter table. Since the word ‘may’ suggested by HW/HiSi implies ‘optional’ and the simulation assumption tables also have ‘optional’ marking, it seems acceptable not to explicitly state that these error components are optional in the evaluation. The proposal is revised below, considering companies’ comments.

Proposal 2.3.4-4
For evaluation of AI/ML based positioning, the dataset construction may take into account the network synchronization and the UE/Gnb RX and TX timing error by reusing the assumptions in TR 38.857 Table 6-1 (see “Network synchronization”, “UE/Gnb RX and TX timing error”).

	
	Company

	Support
	OPPO, HW/HiSi, Apple, CAICT, Qualcomm, CATT, CMCC,Xiaomi, Samsung, ZTE, Nokia/NSB, Ericsson

	Not support
	vivo (clarification)



	Company
	Comments

	vivo
	It’s not clear to us “network synchronization and the UE/Gnb RX and TX timing error” only affects dataset construction. We suggest the following rewording.

For evaluation of AI/ML based positioning, the network synchronization and the UE/Gnb RX and TX timing error may be taken into account by reusing the assumptions in TR 38.857 Table 6-1 (see “Network synchronization”, “UE/Gnb RX and TX timing error”).



Regarding UE clock drift, companies are generally fine to include it as an optional feature to include.

Proposal 2.3.4-5
For evaluation of AI/ML based positioning, UE clock drift is optionally modelled in the dataset construction.
· It’s up to proponent companies to describe the modeling method of UE clock drift and submit the evaluation results.  

	
	Company

	Support
	OPPO, HW/HiSi, Apple, CAICT, Qualcomm, CATT,Xiaomi, Samsung, Ericsson

	Not support
	vivo (clarification)



	Company
	Comments

	OPPO
	One minor suggestion as below. The reason is that, if a company models UE clock drift, the same modeling is also used for the evaluation of traditinoal positioning method. Thus, it is not only used for data set construction.

For evaluation of AI/ML based positioning, UE clock drift is optionally modelled in the dataset construction.
· It’s up to proponent companies to describe the modeling method of UE clock drift and submit the evaluation results.  


	Vivo
	Not sure we need an agreement on this at all if it’s upto each company. Is this proposal proposed to be a note captured into chair’s note?

	ZTE
	For network synchronization and the UE/Gnb RX and TX timing error, we can reuse assumptions in TR 38.857 Table 6-1. However, there is no previous discussion on how to evaluate clock drift.



4th round discussion
For spatial consistency, it is not clear that companies can reach consensus on whether it should be mandatory or optional, based on companies’ input to Proposal 2.3.4-1. Thus we continue the discussion under the condition “If spatial consistency is enabled”, i.e., what to expect if/when companies decide to model spatial consistency. 

Regarding large scale and small scale parameters, several companies are not ready to commit to both. Thus, it is proposed to agree on the large scale parameters first. In this proposal below, it is understood that:
The large scale parameters are according to Section 7.5 of TR 38.901 and correlation distance =  for “LOS/NLOS state” in InF deployment (see Section 7.6.3.1 of TR 38.901). It is understood that for “indoor/outdoor state” (Section 7.6.3.1 of TR 38.901), it’s “indoor always” for InF deployment, and not explicitly stated in the proposal.
For small scale parameters, this refers to TR38.901 section 7.6.3.1 and potentially 7.6.3.2 also.

Regarding Section 7.6.9 of TR 38.901 which provides the absolute time of arrival, the moderator’s understanding is, this may or may not be necessary, depending on if the absolute time of arrival is important for the ML model. For example, if a positioning method relies on relative time or time difference (e.g., like DL-TdoA), then it may not be critical to implement Section 7.6.9 of TR 38.901. On the other hand, for fingerprinting based positioning, the absolute time of arrival is expected to be necessary. Thus it is recommended that companies continue to investigate this aspect till next meeting.

Proposal 2.3.5-1
If spatial consistency is enabled for the evaluation, at least large scale parameters are modelled, where the large scale parameters are according to Section 7.5 of TR 38.901 and correlation distance =  for InF (Section 7.6.3.1 of TR 38.901).
· FFS: if small scale parameters are also modelled

	
	Company

	Support
	LG, Samsung,CMCC, Ericsson

	Not support
	vivo (request clarification)



	Company
	Comments

	ZTE
	We also prefer to model absolute time of arrival(at least for fingerprinting based method) and small scale parameters

	CATT
	If possible, can we consider the following way forward:
Companies can report simulation results of at least one of the following:
· Without modeling spatial consistency.
· With spatial consistency of large scale parameters
· With spatial consistency of both large scale and small scale parameters

	HW/HiSi
	Based on companies’ responses in earlier rounds it seems a majority support for when spatial consistency is enables then both large and small scale parameters are modeled. Therefore, we would suggest to directly capture small scale parameters in the proposal.
Another point, where we agree with ZTE, is the necessity to also take the absolute time of arrival into account, which is needed for fingerprint positioning as also pointed out by the FL.
In order to find common ground in between companies we suggest the following update and hope it could be agreeable.
Proposal 2.3.5-1
If spatial consistency is enabled for the evaluation, companies can model at least one of large scale parameters, small scale parameters and absolute time of arrival are modelled, where
· the large scale parameters are according to Section 7.5 of TR 38.901 and correlation distance =  for InF (Section 7.6.3.1 of TR 38.901).
· the small scale parameters are according to Section 7.6.3.1 of TR 38.901 
· the absolute time of arrival is according to 7.6.9

	CAICT
	Fine with HW/HiSi’s proposal.

	OPPO
	Support the proposal since it is good compromise. We also support to model absolute time of arrival

	LG
	If spatial consistency is enabled, it should be prioritized with only large scale parameters as a baseline.

	vivo
	We have similar view as Huawei. Both large- and small-scale parameters should be modelled together as in TR 38.901 section 7.6.3.1.
FL stated “it is proposed to agree on the large scale parameters first. In this proposal below, it is understood that:
The large scale parameters are according to Section 7.5 of TR 38.901 and correlation distance =  for “LOS/NLOS state” in InF deployment (see Section 7.6.3.1 of TR 38.901). It is understood that for “indoor/outdoor state” (Section 7.6.3.1 of TR 38.901), it’s “indoor always” for InF deployment, and not explicitly stated in the proposal.
For small scale parameters, this refers to TR38.901 section 7.6.3.1 and potentially 7.6.3.2 also.”

Our understanding of TR 38.901 is that both large scale parameters (step 2 to 4) and small scale parameters (step 5 to step 12) are described in section 7.5. Section 7.6.3.1 of TR 38.901 states (copied below)
The procedure can be considered as a 2D random process (in the horizontal plane) given the UT locations based on the parameter-specific correlation distance values for spatial consistency, specified in Table 7.6.3.1-2. The cluster specific random variables include:
-	Cluster specific random delay in Step 5;
-	Cluster specific shadowing in Step 6; and
-	Cluster specific offset for AOD/AOA/ZOD/ZOA in Step 7.
-	Cluster specific sign for AOD/AOA/ZOD/ZOA in Step 7. 
-	Optionally in case of large bandwidth as described in Clause 7.6.2.2 the procedure may apply as well for the parameters of rays within a cluster.
The procedure shall apply to each cluster before sorting the delay. Cluster specific sign for AOD/AOA/ZOD/ZOA in Step 7 shall be kept unchanged per simulation drop even if UT position changes during simulation. The ray specific random variables include:
-	Random coupling of rays in Step 8;
-	XPR in Step 9; and
-	Random phase in Step 10. 
The random coupling of rays in Step 8 and the intra-cluster delays in Step 11 shall be kept unchanged per simulation drop even if UT position changes during simulation.

Given all the steps are for small scale parameters in section 7.5, can the FL/proponent clarify how to model spatial consistency for large scale parameters only?

Moderator: maybe proponents (LG, Samsung,CMCC) can explain better. Moderator’s understanding is to apply correlation parameters to the large scale parameters in 38.901 section 7.5. Qualcomm contribution (R1- 2205028) has a short discussion of the multiple levels of spatial consistency.

	Qualcomm
	We think the proposal should not preclude or restrict options for modelling spatial consistency and absolute time of arrival. Sections 7.5, 7.6.3, and 7.6.9 are good starting points. Companies can optionally investigate the different modelling options from TR 38.901 or propose any other reasonable sources. We encourage modelling both large-scale and small-scale spatial consistency together. 




Regarding Section 7.6.3.2 of TR 38.901, ZTE and Qualcomm think that this is not necessary for evaluating positioning enhancement. For example, Qualcomm (R1- 2205028) gave the following reasoning:
“Furthermore, Section 7.6.3.2 also specifies spatially consistent UT/BS mobility modeling, but this model only applies to small motion as there is no birth/death model for paths and clusters. The large-scale parameters are also not updated as a function of the UE mobility. It is our understanding that such additional components are not typically employed in simulations.”

Thus the following is proposed, i.e., the evaluation focus on static positioning.
Proposal 2.3.5-2
If spatial consistency is enabled for the evaluation of AI/ML based positioning, the evaluation is not expected to incorporate spatially consistent UT/BS mobility modelling (Section 7.6.3.2 of TR 38.901).

	
	Company

	Support
	ZTE, Fujitsu, HW/HiSi, CAICT, LG, [Samsung], Ericsson

	Not support
	



	[bookmark: _Hlk103701956]Company
	Comments

	OPPO
	This proposal seems unnecessary. If we have no discussion on the modeling method of Section 7.6.3.2, then there will no common assumption for mobility modeling. It is sufficient to the group. Moreover, the group seems not able to stop some companies doing more advanced evaluation. Companies are free to submit evaluation results beyond the common assumptions.

	Samsung
	The wording needs further modification in our opinion. Considering the requirements of sidelink positioning, we should not exclude the spatially consistent for UT/BS mobility modelling in an early stage. We just believe that the evaluation is not expected to reuse the generation method of spatially consistent described in Section 7.6.3.2 of TR 38.901.

	vivo
	We don’t see why this proposal is needed. 
It’s up to companies if they want to evaluate some different setting. Is the intention to disallow evaluation of modeling of spatial consistency with UE mobility when saying “the evaluation is not expected”. Can FL clarify the intention?  
Moderator: the intention is to reflect some companies’ intention to focus on stationary UE. Agree that companies are free to simulate any setting 

	Qualcomm
	Procedure A and Procedure B, in Section 7.6.3, impose constraints that may limit the spatial consistency to a local proximity around the UE. It is not clear whether they can eventually guarantee spatial consistency beyond local limits, i.e., across the whole hall area. Deciding on dropping these options is better to be taken based on evaluation. It is probably too early to decide.
 



5th round discussion
Regarding large scale and small scale parameters, HW/HiSi suggested an updated version of the proposal. This proposal still allows companies to enable large scale parameters only, i.e., “companies can model at least one of”.
Proposal 2.3.6-1
If spatial consistency is enabled for the evaluation, companies model at least one of: large scale parameters, small scale parameters and absolute time of arrival, where
· the large scale parameters are according to Section 7.5 of TR 38.901 and correlation distance =  for InF (Section 7.6.3.1 of TR 38.901)
· the small scale parameters are according to Section 7.6.3.1 of TR 38.901 
· the absolute time of arrival is according to 7.6.9

	
	Company

	STRONG concern
	



	Company
	Comments

	HW/HiSi
	Support

	vivo
	We thought the motivation is to align companies’ evaluation setup so that a potential concrete observation/conclusion can be drawn based on multiple companies’ evaluation results. In previous (i.e., 1st, 2nd and 3rd) rounds of discussion, majority of companies support to model spatial consistency as baseline. Now the proposal is worded as “if spatial consistency is enabled for the evaluation”, which leave it up to individual company.
We have a question to FL, is the intention to come back to Proposal 2.3.4-1 after this? During the 3rd round discussion, companies commented “postpone this proposal until we have a common understanding on what spatial consistency refers to as discussed in Proposal 2.3.4-2“. We see this Proposal 2.3.6-1 is a continuation of proposal 2.3.4-2. However, we didn’t see any follow up to Proposal 2.3.4-1 in the 4th and 5th round of discussion.
  

	Nokia/NSB
	We are fine with this proposal. 
We do not think that Proposal 2.3.4-1 need to be revisited, since this proposal (Proposal 2.3.6-1) is an evolution of that proposal and clarifies the specific large scale spatial consistency parameters that could be used for evaluation. We are also not supportive of mandating spatial consistency, since we do not think that it is applicable for all sub-use cases or solutions – especially ones that do not involve fingerprinting type of approaches.

	Qualcomm
	At least both large scale and absolute time of arrival should be included.



Regarding Section 7.6.3.2 of TR 38.901, more companies agree not to incorporate spatially consistent UT/BS mobility modelling. The proposed is revised as follows to reflect majority view. A note is added to addresses the concern that it is not necessary to preclude. 

Proposal 2.3.6-2
If spatial consistency is enabled for the evaluation of AI/ML based positioning, the baseline evaluation does not incorporate spatially consistent UT/BS mobility modelling (Section 7.6.3.2 of TR 38.901).
· It is optional to implement spatially consistent UT/BS mobility modelling (Section 7.6.3.2 of TR 38.901).

	
	Company

	STRONG concern
	



	Company
	Comments

	HW/HiSi
	Support

	Nokia/NSB
	We are fine with this proposal.

	Qualcomm
	We are fine with the proposal but prefer the wording of the proposal to keep the door open for the baseline evaluation to include procedures from Section 7.6.3.2 of TR 38.901 (if found to be beneficial based on future evaluations). 




Proposals for GTW
Proposal 2.1.2-1
The IIoT indoor factory (InF) scenario is a prioritized scenario for evaluation of AI/ML based positioning. 

Proposal 2.1.4-1
For evaluation of AI/ML based positioning, at least the InF-DH sub-scenario is prioritized in the InF deployment scenario for FR1 and FR2.

Proposal 2.1.4-2
For InF-DH channel, the prioritized clutter parameters {density, height, size} are:
· {60%, 6m, 2m};
· {40%, 2m, 2m}. 
· Note: an individual company may treat {40%, 2m, 2m} as optional in their evaluation considering their specific AI/ML design.


Proposal 2.2.2-1
For evaluation of AI/ML based positioning, reuse the common scenario parameters defined in Table 6-1 of TR 38.857.

Proposal 2.2.4-1
For evaluation of InF-DH scenario, the parameters are modified from TR 38.857 Table 6.1-1 as shown in the table below.
· The parameters in the table are applicable to InF-DH at least. If another InF sub-scenario is prioritized in addition to InF-DH, some parameters in the table may be updated.


Parameters common to InF scenario (Modified from TR 38.857 Table 6.1-1)
	 
	FR1 Specific Values 
	FR2 Specific Values

	Channel model
	InF-SH, InF-DH
	InF-SH, InF-DH

	Layout 
	Hall size
	InF-SH: 
(baseline) 300x150 m 
(optional) 120x60 m
InF-DH: 
(baseline) 120x60 m
(optional) 300x150 m

	
	BS locations
	18 BSs on a square lattice with spacing D, located D/2 from the walls.
-	for the small hall (L=120m x W=60m): D=20m
-	for the big hall (L=300m x W=150m): D=50m

[image: ]

	
	Room height
	10m

	Total gNB TX power, dBm
	24dBm
	24dBm
EIRP should not exceed 58 dBm

	gNB antenna configuration
	(M, N, P, Mg, Ng) = (4, 4, 2, 1, 1), dH=dV=0.5λ – Note 1
Note: Other gNB antenna configurations are not precluded for evaluation
	(M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), dH=dV=0.5λ – Note 1
One TXRU per polarization per panel is assumed

	gNB antenna radiation pattern
	Single sector – Note 1
	3-sector antenna configuration – Note 1

	Penetration loss
	0dB

	Number of floors
	1

	UE horizontal drop procedure
	Uniformly distributed over the horizontal evaluation area for obtaining the CDF values for positioning accuracy, The evaluation area should be 
- (baseline) at least the convex hull of the horizontal BS deployment.
- (optional) It can also be the whole hall area if the CDF values for positioning accuracy is obtained from whole hall area. 
FFS: which of the above should be baseline.
FFS: if an optional evaluation area is needed

	UE antenna height
	Baseline: 1.5m
(Optional): uniformly distributed within [0.5, X2]m, where X2 = 2m for scenario 1(InF-SH) and X2=[image: ][image: ] for scenario 2 (InF-DH)  
FFS: if the optional UE antenna height is needed

	UE mobility
	3km/h 

	Min gNB-UE distance (2D), m
	0m

	gNB antenna height
	Baseline: 8m
(Optional): two fixed heights, either {4, 8} m, or {max(4,[image: ][image: ]), 8}.
FFS: if the optional gNB antenna height is needed

	Clutter parameters: {density [image: ][image: ], height [image: ][image: ],size [image: ][image: ]}
	Low clutter density: 
{20%, 2m, 10m}
High clutter density:
- Baseline): {40%, 2m, 2m} for fixed UE antenna height and gNB antenna height
- (Optional): {40%, 3m, 5m}
- (Optional): {60%, 6m, 2m}
FFS: if {40%, 2m, 2m} can be considered optional

	Note 1:	According to Table A.2.1-7 in TR 38.802




Additional Proposals for GTW
For the Proposal 2.1.6-1 below, vivo expressed concern about it’s implication to model generalization. Given the discussion status about prioritized InF sub-scenario, the moderator’s understanding is, if there is a need to include scenarios other than InF-DH for model generalization, then companies can use scenarios not explicitly agreed to be prioritized. The FFS suggested by vivo is also added below.
Based on companies’ input to 5th round of discussion, the other proposals are acceptable to all.


Proposal 2.1.6-1
For evaluation of AI/ML based positioning in InF scenario, no more InF sub-scenario is prioritized beyond InF-DH.
· Note: individual company can submit evaluation results for any scenario even if the scenario is not prioritized in RAN1. 
· FFS: the metrics for evaluating the model generalization (e.g., model performance based on agreed KPIs under different settings)


Proposal 2.2.6-1
The entry “UE horizontal drop procedure” in the simulation parameter table for InF is updated to the following.
	UE horizontal drop procedure
	Uniformly distributed over the horizontal evaluation area for obtaining the CDF values for positioning accuracy, The evaluation area should be selected from
- (baseline) the whole hall area, if and the CDF values for positioning accuracy is obtained from whole hall area.
- (optional) the convex hull of the horizontal BS deployment, and the CDF values for positioning accuracy is obtained from the convex hull. 
FFS: which of the above should be baseline.
FFS: if an optional evaluation area is needed



Proposal 2.2.6-2
The entries “UE antenna height” and “gNB antenna height” in the simulation parameter table for InF is updated to the following.
	UE antenna height
	Baseline: 1.5m
(Optional): uniformly distributed within [0.5, X2]m, where X2 = 2m for scenario 1(InF-SH) and X2=[image: ][image: ] for scenario 2 (InF-DH)  
FFS: if the optional UE antenna height is needed

	…
	…

	gNB antenna height
	Baseline: 8m
(Optional): two fixed heights, either {4, 8} m, or {max(4,[image: ][image: ]), 8}.
FFS: if the optional gNB antenna height is needed



Proposal 2.3.6-1
If spatial consistency is enabled for the evaluation, companies model at least one of: large scale parameters, small scale parameters and absolute time of arrival, where
· the large scale parameters are according to Section 7.5 of TR 38.901 and correlation distance =  for InF (Section 7.6.3.1 of TR 38.901)
· the small scale parameters are according to Section 7.6.3.1 of TR 38.901 
· the absolute time of arrival is according to Section 7.6.9 of TR 38.901

Proposal 2.3.6-2
If spatial consistency is enabled for the evaluation of AI/ML based positioning, the baseline evaluation does not incorporate spatially consistent UT/BS mobility modelling (Section 7.6.3.2 of TR 38.901).
· It is optional to implement spatially consistent UT/BS mobility modelling (Section 7.6.3.2 of TR 38.901).


Performance Targets and Key Performance Indicators (KPI) 
Companies’ view from contribution
For performance targets and Key Performance Indicators (KPI), some companies’ input are copied below.
	· Huawei (R1-2203144)
Proposal 3: For AI/ML-based positioning evaluation, adopt the positioning accuracy and model complexity as the KPIs. 
Proposal 6: For AI/ML-based LOS/NLOS Identification evaluation, the baseline solution should be aligned with an existing traditional algorithm.
Proposal 9: For the evaluation of AI/ML-based fingerprint positioning, study the generalization of the AI/ML model for varying environments.


	· ZTE (R1-2203252)
Proposal 2: Regarding target requirements for AI/ML based positioning, we should have comprehensive considerations on performance, inference latency, computational complexity, overhead, power consumption, memory storage, and hardware requirements.
Proposal 3: For evaluating performance of AI/ML based NR positioning technologies, the percentiles of positioning errors at 50%, 67%, 80%, 90% and 95% should be analyzed.


	· Ericsson (R1-2203285)
Proposal 4 The target performance requirements include sub-meter level horizontal accuracy and >=99% availability.
Proposal 5 Positioning accuracy enhancements can be reflected in metrics other than sharper horizontal-vertical accuracy, e.g., improved radio resource efficiency, reduced higher layer signalling overhead, improved robustness.
Proposal 7 The baseline performance to compare and demonstrate the potential AI/ML gain are the existing NR positioning methods including Rel-17 enhancements.
Proposal 15 For evaluation results, participating companies are encouraged to report at least: (a) horizontal accuracy; (b) resource utilization; (c) complexity of the ML model; (d) model generalization.


	· CATT (R1-2203455)
Proposal 3: For AI/ML-based positioning evaluation, the baseline for comparing AI/ML model performance is positioning methods specified in Rel-16/Rel-17.
Proposal 6: For AI/ML-based positioning, in addition to AI-specific KPIs, the following KPIs are considered:
· The accuracy of intermediate measurement results (e.g. error of ToA/AoA/AoD) if AI/ML-based intermediate measurement estimation is applied.
· The correct rate of LOS/NLOS identification if AI/ML-based LOS/NLOS identification is applied.
· The final positioning accuracy (e.g. positioning error at 90% CDF).


	· Vivo (R1-2203554): 
Proposal 4:	The positioning accuracy performance of AI/ML based positioning should be evaluated under all scenarios. 
Proposal 6:	Performance related KPIs, such as @50%, @90% positioning accuracy defined in TR 38.857, can be used directly to evaluate the performance gain of AI/ML based positioning.
Proposal 7:	Consider the following different levels of generalization performance for performance evaluation.
-	Generalization performance form one cell to another
-	Generalization performance from one one drop to another
-	Generalization performance from one scenario to another
Proposal 8:	Computational complexity, parameter quantity and training data requirement are three crucial cost-related KPIs for AI/ML based positioning, and should be considered with high priority at the beginning of this study .

	· Xiaomi (R1-2203812)
Proposal 3: The performance metric for evaluation is the positioning error for specific percentiles of UEs 


	· Samsung (R1-2203901)
Proposal 4: The evaluation metrics of AI model should be considered for studying AI for positioning.
Proposal 7: The KPIs in Rel-17 shall be the starting point for Rel-18 AI/ML positioning.


	· OPPO (R1-2204019)
Proposal 2: Regarding the positioning accuracy, reuse the following metrics for the evaluation: 
· CDF of the positioning accuracy
· Achieved accuracy at 90%
Proposal 3: Regarding the complexity of AI/ML-based method, use FLOPs as the metric at the initial stage


	· FUTUREWEI (R1-2204104)
Proposal 3: Reuse the Rel-17 performance evaluation metrics and performance targets specified in TR 38.587 [3] on NR positioning enhancements for Rel-18 AI/ML-based positioning accuracy enhancements use case.
Other KPIs from AI/ML modeling perspective:
Observation 1: For LOS / NLOS classification sub use case, using accuracy alone is not sufficient to evaluate the performance of the classification algorithm.
Observation 2: When designing or using AI/ML-based approach, it is important to take into account its associated complexity while measuring complexity for NN-based AI/ML models and non-NN based AI/ML models may be different.
Observation 3: Complexity for NN-based AI/ML models can be measured using model (or space) complexity and computational complexity, which reflect the memory usage and computation power needed respectively.
Observation 4: Complexity for non-NN based AI/ML models can be represented using the Big O notation for space complexity and computational (or time) complexity, which reflect the amount of space and number of operations taken by the AI/ML algorithm respectively.
Proposal 4: Adopt additional KPIs in assessing AI/ML-based LOS / NLOS classification performance. Examples of such metric to be considered are the ‘Precision’ and ‘Recall’ metrics as described.
Proposal 5: Adopt model / space complexity as one of the KPIs to evaluate the complexity of AI/ML-based approach for positioning accuracy enhancements use case.  
For NN-based models, model or space complexity measurements include number of parameters in the model and memory usage. For non-NN-based models, space complexity reflects the amount of space taken by the AI/ML model to complete the task as a function of the size of the input, and/or configurations/settings of the AI/ML model.
Proposal 6: Adopt computational complexity as one of the KPIs to evaluate the complexity of AI/ML-based approach for positioning accuracy enhancements use case. 
For NN-based models, computational complexity can be estimated using number of floating-point operations (FLOPs) or number of multiplies and accumulates (MACs). For non-NN-based models, computational complexity reflects the number of operations taken by the AI/ML model as a function of the size of the input, and/or configurations/settings of the AI/ML model. 


	· InterDigital (R1-2204159)
Proposal 3: Evaluate latency required for AIML based positioning which includes time required to train AIML models and rate at which the AIML models can generate predicted UE locations


	· CAICT (R1-2204184)
Proposal 4: Position accuracy is used as the main KPI for AI/ML based algorithms. 
Proposal 5: Generalization ability of an AI/ML model should be considered.


	· Apple (R1-2204242)
Proposal 5: In evaluating the performance of AI-based NR positioning, as in the Rel-17 study on positioning,   the metric should be based on the CDF of the 2-D positioning error (horizontal accuracy) with the following percentiles of positioning error are analyzed: 50%, 67%, 80%, 90%.
Proposal 6: The baseline for comparison are the Rel-16/Rel-17 positioning mechanisms.


	· CMCC (R1-2204299)
Observation 1: Compared with legacy positioning schemes, AI/ML based positioning schemes could improve the positioning accuracy for heavy NLOS scenario. 
Observation 2: For AI/ML based positioning schemes, how to improve the generalization capability should be supported.


	· Nokia (R1-2204575)
Proposal 4: RAN1 to study positioning measurement and feedback enhancements considering overhead reduction and error between original and decompressed measurements as relevant KPIs.
Proposal 5: Include above evaluation results in the TR to highlight the benefits of ML in improving positioning estimation accuracy compared to conventional methods.
Proposal 6: Include above evaluation results in the TR to highlight the benefits of ML in reducing positioning measurement reporting overhead in comparison with conventional methods.


	· Lenovo (R1-2204421)
Proposal 6: Potential KPIs for the AI/ML positioning evaluation may at least include accuracy (horizontal and vertical), positioning latency, training overhead, model robustness, scalability, adaptability and complexity/power consumption. FFS the detailed metrics for model robustness, scalability, adaptability and complexity/power consumption.


	· NVIDIA (R1-2204844)
Proposal 8: Key KPIs for the study of AI/ML based algorithms for positioning accuracy enhancements include horizontal accuracy and vertical accuracy.


	· Qualcomm (R1-2205028)
Proposal 9: Evaluation should also consider evaluating robustness and sensitivity of AI/ML positioning to wireless environment dynamics.
Proposal 10: Evaluation should also consider evaluating the robustness to UE and network impairments (e.g., UE clock drift, group delays, TRP synchronization, etc.).  Companies to agree on these settings. Companies can adopt previous settings used in RAN1 Rel-17, TR 38.857 .
Proposal 11: Baseline scheme should be the start-of-art classical scheme used in RAN1 Rel 17 . Companies are encouraged to provide assumptions on their baseline scheme. Positioning KPIs adopted in previous releases should be adopted in the AI/ML positioning study.
Proposal 12: The KPI can be the positioning accuracy for all AI positioning approaches and this applies to all sub use cases.  
Proposal 13: Other training and inference KPIs that relate to AI positioning include:
· CDF of minimum distance between training samples  this KPI helps understanding data collection requirements for achieving certain accuracy level.
· UE area density for training set  this KPI helps understanding data collection requirements for achieving certain accuracy level.
· CDF of minimum distance between training and inference samples  this KPI can help assessing how difficult was the generalization task when compared to training.


	· Fujitsu (R1-2205080)
Proposal 3: The positioning accuracy defined in TR38.857 should be used as the KPI for the performance evaluation regardless of the output of the AI/ML models.
Proposal 4: The complexity, the storage requirement and the extra overhead introduced by the AI/ML model should be collected, and the trade-off between these factors and the performance should be evaluated.


	· Rakuten (R1-2205066)
Proposal 1: Discuss enhancement of positioning accuracy for NLOS environment with minimum increase of latency by applying AI/ML.
In both cases, the most important KPI could be positioning accuracy improvement compared with the case without AI/ML application when the same simulation environment setting is configured. 




(Closed) Baseline Performance
1st round discussion
Several companies (e.g., Huawei, ZTE, Ericsson, CATT, Apple, Qualcomm) proposed to use the performance of existing positioning methods as the baseline performance. Since there are numerous positioning methods available (e.g., DL-TDOA, DL-AoD, Multi-RTT, NR E-CID, UL-TDOA, UL-AoA), each participating company should report which one is used as benchmark in their evaluation.
Accordingly, the following is proposed.

Proposal 3.2.1-1
For AI/ML-based positioning evaluation, the baseline performance to compare against is that of existing Rel-16/Rel-17 positioning methods.
· Each participating company report the specific existing positioning method (e.g., DL-TDOA, Multi-RTT) used as comparison.


	
	Company

	Support
	Apple, OPPO, Samsung, Futurewei, LG, Fujitsu, CAICT, NVIDIA, InterDigital (support in principle but clarification is needed), Hw/HiSi,Xiaomi, Spreadtrum,CMCC, Nokia/NSB, Lenovo, Qualcomm, Ericsson

	Not support
	



	Company
	Comments

	vivo
	We have a preference to select one common baseline positioning method so that a concrete observation/conclusion may be drawn based on all companies‘ evaluations in the end of this SI.

	Samsung
	To vivo, it will be practically difficult to allign the baseline performance since the platform and AI/legacy method (even though it’s the same methods) are different. It’s sufficent to same source report by itself what has been used.

	ZTE
	It depends on which sub use case we want to evaluate.
If the motivation is to evaluate LOS/NLOS identification, we support to have an existing positioning method as a baseline.
If the intention is to evaluate the performance under heavy NLOS scenario (e.g., InF-DH channel {60%, 6m, 2m}), existing positioning method based on LOS links can only get a worse performance. We don’t see the need to have a baseline method.

	CATT
	Similar to vivo, we prefer to narrow-down the baseline candidates, and would be best to select only one existing positioning method as common baseline. This is beneficial to align and verify the evaluation results of different companies. 

	Fujitsu
	We think it will be better if companies can provide more details about the baseline method.

	InterDigital
	It should be clarified that baseline methods from Rel. 17 should be the methods with the enhancements considered in Rel. 17 SI and WI.
Moderator: Phrase “Rel-16/Rel-17 positioning methods” means that Rel-17 enhancements are included.

	Nokia, NSB
	We are fine to have this proposal as a starting point, especially with the use of DL-TDOA. As the study progresses, we need to compare the performance of different AI/ML solutions together with existing methods.

	Lenovo
	We could also further categorize the evaluations based on DL-based, UL-based and (DL+UL) positioning methods. A baseline evaluation may be selected from any of the above methods.

	Qualcomm
	We are ok with the proposal.

	Rakuten
	We agree with the proposal.



2nd round discussion

Companies are in general supportive of Proposal 3.2.1-1. Some companies expressed the desire to narrow down the existing methods. Based on companies’ input, moderator recommends that Proposal 3.2.2-1 is accepted to start the evaluation. It can be further discussed if and which existing methods can be selected as baseline.

Proposal 3.2.2-1
For AI/ML-based positioning evaluation, the baseline performance to compare against is that of existing Rel-16/Rel-17 positioning methods.
· As a starting point, each participating company report the specific existing positioning method (e.g., DL-TDOA, Multi-RTT) used as comparison.

Please comment if you have STRONG concern on proposal 2.1.3-5, and cannot accept it.
	
	Company

	STRONG concern
	



	Company
	Comments

	Nokia/NSB
	We are fine with this proposal.




(Closed) Positioning Accuracy
1st round discussion
Regarding positioning accuracy to evaluate, all companies consider horizontal accuracy. Regarding vertical accuracy, Ericsson (R1-2203285) think vertical accuracy is not needed since the vertical accuracy target (e.g., <3m) is loose compared to that of horizonal accuracy target (e.g., <1m). ZTE (R1-2203252) recommends to focus on horizontal accuracy for initial evaluation, and consequently dynamic UE/gNB antenna heights are not needed. While TR38.857 evaluated both horizontal and vertical accuracy, the evaluation in in this study item can focus on horizontal accuracy, while the vertical accuracy is optional to report.
Regarding CDF percentiles, TR38.857 uses {50%, 67%, 80%, 90%}. Two companies proposed to include higher values, i.e., Ericsson (>=99%), ZTE (95%).  After the main KPI is resolved, the CDF percentiles will be further discussed.
As a first step of the discussion, the following is proposed.
Proposal 3.3.1-1
For all scenarios and use cases, the main KPI is the CDF of horizonal accuracy.
· Companies can optionally report vertical accuracy.

	
	Company

	Support
	Apple, Futurewei, CATT, LG, Fujitsu, CAICT, NVIDIA, Spreadtrum, Nokia/NSB, Qualcomm, Ericsson

	Not support
	



	Company
	Comments

	vivo
	Is the intention to report CDF curve or just a set of selected CDF percentiles? We prefer to the latter and prefer a rewording of this proposal to make it clear.

	OPPO
	The 90%-percentile should also be included as the basic KPI as well since it is widely used in R17 positioning. 

	Samsung
	Share the question from vivo.

	ZTE
	1. Aside from CDF, we should at least provide the positioning accuracy at some percentiles, e.g.,{50%, 67%, 80%, 90%, 95%}
2. We prefer to focus on 2D location in Rel-18. Based on our understanding, the current 3GPP channel doesn’t provide the details on how to construct spatial consistency in vertical direction.

	CATT
	We assume the X% percentiles will naturally compared when CDF is provided.

	Fujitsu
	We support, and we think 90% is enough at this stage. 

	InterDigital
	Vertical accuracy should be considered as well as Rel. 17 positioning set the requirements for both horizontal and vertical accuracy.

	HW/HiSi
	Agree with vivo and OPPO. Prefer a rewording of this proposal to make it clear whether to report CDF curve or just a set of selected CDF percentiles. And 90% should be included at least.

	Xiaomi
	If the vertical accuracy is optional, we think maybe we don’t need this proposal. Whether the company report the vertical accuracy and the way of representation is up to different companies. 

	CMCC
	Positioning accuracy achieved for 90% UEs should be included..

	Fraunhofer
	AI/ML is complementary to Rel-16 and Rel-17 positioning methods. The focus should be on the AI/ML supported/identified areas. For example, the NLOS area or area outside the “convex hull” becomes relevant with ML/AI based approaches independent on the performance inside. 

	Nokia, NSB
	We support the use of CDF percentiles as a KPI. In future, we could also consider some intermediate KPIs, like ToA, LOS/NLOS classification accuracy, etc., especially for two-step approach.

	Lenovo
	As other companies mentioned, different CDF percentiles could also be evaluated and added to the proposal, e.g., 80%, 90%

	Qualcomm
	We are ok with the proposal.



Regarding the target position accuracy, Ericsson (R1-2203285) suggested to use the Service Level 5 and 6 cases in Table 5.7.1-1 of TS 22.104 V18.3.0 (2022-03).
	Scenario
	Horizontal accuracy
	Vertical accuracy
	Availability
	E2E latency for position estimation of UE
	Physical layer latency for position estimation
	UE speed
	Exemplary use case

	(A)
	< 50 cm
	< 3 m
	99 %
	1 s
	< 500 ms
	< 30 km/h
	Flexible, modular assembly area in smart factories (for autonomous vehicles, only for monitoring purposes)

	(B)
	< 30 cm
	< 3 m
	99.9 %
	10 ms
	< 5 ms
	< 30 km/h
	Inbound logistics for manufacturing



In Rel-17 study item, the target positioning requirements for the IIoT use case are the following (see 38.857):
	In Rel-17 target positioning requirements for IIoT use cases are defined as follows:
-	Horizontal position accuracy (< 0.2 m) for 90% of UEs 
-	Vertical position accuracy (< 1 m) for 90% of UEs 



Question 3.3.1-2
For the IIoT use case, the target positioning requirements for horizonal accuracy and vertical accuracy is selected from one of the following alternatives:
Alternative 1. Service Level 5 in Table 5.7.1-1 of TS 22.104 V18.3.0
· Horizontal position accuracy (< 0.5 m) for 99% of UEs 
· Vertical position accuracy (< 3 m) for 99% of UEs 
Alternative 2. Service Level 6 in Table 5.7.1-1 of TS 22.104 V18.3.0
· Horizontal position accuracy (< 0.3 m) for 99.9% of UEs 
· Vertical position accuracy (< 3 m) for 99.9% of UEs 
Alternative 3. IIoT target requirements in TR 38.857
· Horizontal position accuracy (< 0.2 m) for 90% of UEs 
· Vertical position accuracy (< 1 m) for 90% of UEs 

Please identify one alternative from the above as your preference.

	
	Company

	Alternative 1
	Ericsson, Fraunhofer

	Alternative 2
	

	Alternative 3
	Apple, LG, Fujitsu, Nokia/NSB, Lenovo



Please provide your comments, if any.
	Company
	Comments

	vivo
	We’d like to get clarification on the intention of this proposal. 
The SID says we need to evaluate performance of AI/ML for positioning accuracy enhancement. It’s not clear to us we need to define a target performance. 

	OPPO
	Share the similar view as vivo. It seems no target requirement is needed for this study. 

	Samsung
	Share the question from vivo.

	ZTE
	Share the similar view as vivo.

	CATT
	The study will continues anyway, with or without a target performance.

	Fujitsu
	For the purpose of consistency, alt 3 based on 38.857 is preferred.

	CAICT
	We also prefer not to define a target performance.

	NVIDIA
	It does not appear necessary to define a target performance, as the main objective is to evaluate the performance of AI/ML based positioning solution vs. state-of-the-art baseline non-AI/ML based positioning solutions.

	HW/HiSi
	Share the similar view as vivo.

	Xiaomi
	In our understanding, the target of the SI is to identify the potential gain of AI. We prefer not to define the target performance. 

	CMCC
	Share the similar view as vivo.

	Nokia, NSB
	Our preference is IIoT scenario, we are fine with Alternative 3.

	Lenovo
	Target performance requirement may be used as guide as to what accuracy requirements should be specifically met with AI/ML-based methods. Fine to re-use the IIoT requirements from Rel-17.

	Qualcomm
	ML model performance is deployment scenario dependent and, in some scenarios, both ML and non-ML approaches might not meet a specific target. Thus, we prefer not to specify absolute target accuracy and focus more on relative gain that ML offers on top of classical schemes. 

	Fraunhofer
	Agree with the view of Qualcomm on the ML relative gain.



2nd round discussion
Based on companies’ input, CDF percentiles can be used as main KPI. Furthermore, the CDF percentiles {50%, 67%, 80%, 90%} in 38.357 are preferred by several companies.

Proposal 3.3.2-1
For all scenarios and use cases, the main KPI is the CDF percentiles of horizonal accuracy.
· Companies can optionally report vertical accuracy.

Please indicate if you have strong concern and cannot accept the proposal above.
	
	Company

	STRONG concern
	



Proposal 3.3.2-2
The CDF percentiles to analyse are: {50%, 67%, 80%, 90%}.
	
	Company

	Support
	vivo, CATT, Samsung, Xiaomi, Nokia/NSB, InterDigital, Qualcomm, Ericsson, Apple

	Not support
	Fujitsu



	Company
	Comments

	Fujitsu
	As mentioned in the first round discussion, we believe the accuracy @90% is enough, anyway, it will not cause more workload for presenting other percentiles so we are fine with it.

	OPPO
	90% is the baseline. {50%, 67% 80%} are optional. 

	HW/HiSi
	90% is the baseline. {50%, 67% 80%} are optional.

	CMCC
	90% is the baseline. {50%, 67% 80%} are optional.




Regarding target performance, majority companies prefer not to specify, i.e., focus on the accuracy improvement.
· vivo, OPPO, Samsung, ZTE, CAICT, NVIDIA, HW/HiSi, Xiaomi, CMCC, Qualcomm

Thus the conclusion is proposed.
Conclusion 3.3.2-3
Target positioning requirements for horizonal accuracy and vertical accuracy are not needed for AI/ML-based positioning evaluation.

Please indicate if you have strong concern and cannot accept the proposal above.
	
	Company

	STRONG concern
	



	Company
	Comments

	vivo
	Suggest a rewording: needed -> defined. 

	Nokia/NSB
	We are fine with this conclusion.



3rd round discussion
Proposal 3.3.2-1 and Conclusion 3.3.2-3 (with vivo rewording, ‘defined’) are acceptable to all.

Regarding Proposal 3.3.2-2, three companies ask 90% to be baseline, and the rest optional. This addresses Fujitsu concern as well. Thus the proposal is revised to the following.

Proposal 3.3.3-1
The CDF percentiles to analyse are: {50%, 67%, 80%, 90%}.
· 90% is the baseline. {50%, 67% 80%} are optional.

Please indicate if you have strong concern and cannot accept the proposal above.
	
	Company

	STRONG concern
	




(Closed) AI/ML Complexity 
1st round discussion
Several companies (e.g., Huawei, ZTE, Ericsson, vivo, Samsung, OPPO, Fujitsu) point out that complexity should be evaluated as a KPI, where complexity include model complexity and computational complexity. Based on companies’ input, the following is proposed.

Proposal 3.4.1-1
For evaluation of AI/ML based positioning, the KPI include the model complexity and computational complexity.
· For model complexity, the metric include: (1) the number of parameters in the model and (2) memory storage.
· For computational complexity, the metric is floating-point operations (FLOPs). 


	
	Company

	Support
	Apple, Futurewei, ZTE, CATT, LG, Fujitsu, NVIDIA, [HW/HiSi], Nokia/NSB, Qualcomm, Ericsson

	Not support
	



	Company
	Comments

	OPPO
	We are general ok. For the memory storage, different formats may have different sizes. Thus, we can keep it as an optional KPI

	Samsung
	Though we think complexity is one KPI to judge a AI model. We wonder what is the role of this complexity could play in determining the sub-use cases or concluding whether AI is recommanded eventually. Note that AI could be implemenation based, so even with relatively high complexity, it wont impact the specificaiton. 

	ZTE
	Agree in principle. The AI inference latency may not only depend on those factors, which may also involve software and hardware implementation. However, we may not to able to quantify all components. Only some basic parameters are considered is a way forward.

	Fujitsu
	We prefer the storage rather than the number of parameters for the model complexity evaluation.

	CAICT
	AI/ML model complexity and computational complexity could follow the discussions in 9.2.1

	InterDigital
	We propose that companies report how computational complexity is evaluated. Different companies may have different ways to compute FLOPs and there could be a large range in the absolute number of FLOPs. Computational complexity should be normalized metric and it can be normalized FLOPs or computational time (e.g., measured in seconds). For example, if we have a reference method, all computational complexity can be expressed as a normalized metric with respect to the computational complexity of the reference method.

	Hw/HiSi
	Support in principle. But for storage it might be a bit tricky, agree with OPPO that storage can be left optional. 
Based on our observations from companies’ contributions, the complexity evaluation results are very different across companies. Would we need to define a unified method for assessing complexity of AI models? 

	Xiaomi
	This proposal belongs to the scope of AI framework which is discussed in 9.2.1. We suggest Postponing the discussion until there is clear decision in 9.2.1

	Spreadtrum
	Agree with CAICT, and Xiaomi. 

	CMCC
	Agree with CAICT, the evaluation methodology for common KPIs should be discussed in AI 9.2.1.

	Nokia, NSB
	We are supportive of complexity analysis for the AI/ML based positioning. However, it would be important to clarify the term “model complexity”, especially in the context of memory storage. Does it imply memory requirements? Also, are we considering the inference node for e.g., would model and computational complexity have the different limits depending on whether the ML model is located on the UE side or the network side?

	Lenovo
	While we do agree with the general intention of the proposal, further clarifications are needed on whether the complexity metrics can be used across different types of AI/ML models. It should aim to be unified given the various hardware and software implementations.

	Qualcomm
	We agree that providing KPIs related to model and computational complexity is important. 
· For model complexity, reporting number of model parameters is enough
· For computational complexity, reporting number of floating-point operation (FLOP) is enough. The KPI should also account for computations of both non-ML and ML parts of the used method. FLOP is generic way to capture the model complexity and is only loosely related to the actual complexity of implemented models. 
· Memory/space, power, and latency are reflected by computational and model complexities but are hard to assess because they are implementation dependent.





2nd round discussion
For the KPI of model complexity and computational complexity, companies are supportive in principle, but the details need further discussion, including follow agreements in 9.2.1. Thus, the proposal is shortened to the main text only.

Proposal 3.4.2-1
For evaluation of AI/ML based positioning, the KPI include the model complexity and computational complexity.
· FFS: the details of model complexity and computational complexity

Please indicate if you have strong concern and cannot accept the proposal above.
	
	Company

	STRONG concern
	



	Company
	Comments

	Nokia/NSB
	We are fine with this proposal.

	ZTE
	Fine with this proposal.



Generalization of AI/ML Models
1st round discussion
Several companies (Huawei, Ericsson, CAICT, CMCC, Lenovo, Qualcomm, Fujitsu) pointed out the generalization capability of the AI/ML model is an important metric. That is, a metric is needed to represent the robustness and sensitivity of AI/ML positioning to wireless environment dynamics, performance variation from one cell to another cell, performance variation from one scenario to another scenario.
While model generalization is widely supported as a metric, different companies have used different methods to demonstrate it. Based on the input thus far, it is not easy to align to a same method. Companies are invited to comment if/how to align to a same methodology for evaluation of model generalization capability, or each company should be allowed to evaluate and report in their preferred way (i.e., without aligning to a same methodology). 

Proposal 3.5.1-1
For evaluation of AI/ML based positioning, the KPI include the model generalization capability.

	
	Company

	Support
	Vivo，Samsung, CATT, Fujitsu, CAICT, NVIDIA,CMCC, Lenovo, Qualcomm, Ericsson

	Not support
	



	Company
	Comments

	vivo
	We explicitly made proposals to investigate AI/ML model generalization performance in our contribution. It seems our view is not captured in the summary here.
@Moderator: yes, model generalization is discussed in vivo contribution. But no explicit proposal? The closest I can find are:
Observation 1:	AI/ML assisted positioning has advantages in generalization capability, deployment flexibility, compatibility with existing positioning protocol framework, and possible positioning accuracy enhancement.
Proposal 11:	To assist UE performing model fine-tuning, assistance information to the target UE about pre-trained model and training configuration is beneficial.
Proposal 12:	Training data collection request to and feedback from the target UE is required to support model fine-tuning at network side.

Response to moderator:
Here’s the proposal copied from our contribution.
Proposal 7:	Consider the following different levels of generalization performance for performance evaluation.
-	Generalization performance form one cell to another
-	Generalization performance from one one drop to another
-	Generalization performance from one scenario to another


	OPPO
	We understand the motivation. Would some proponent(s) like to clarify what the definition of KPI for generalization is?  In our understanding, we can observe the generalization performance by carefully selecting the training data sets and the test data sets. But we failed to find an accurate definition of such a KPI in any tdoc. 

	Samsung
	We support the intention, but we want to know how does this model generalization capability to be quantified. 

	ZTE
	Open to discuss. But we’re not clear what KPIs should be used to reflect the model generalization.

	CATT
	The intention is good. The details can be FFS.

	LG
	We have a similar view with OPPO that the definition of model generalization performance is discussed first.

	Fujitsu
	Partially agree, may not be implemented during the first stage.

	CAICT
	The generalization capability is important for real deployment and the details need to be further study.

	InterDigital
	We agree with the principle. Perhaps, companies can propose the evaluation method for model generalization for the next meeting.

	HW/HiSi
	We support the intention and should be studied further. But details are FFS, in general it can be hard to quantify the KPIs.

	Xiaomi
	This proposal belongs to the scope of AI framework which is discussed in 9.2.1. We suggest Postponing the discussion until there is clear decision in 9.2.1

	Spreadtrum
	We also agree with the intention. But maybe we should firstly discuss the definition of the model generalization capability.

	Nokia, NSB
	We agree with Samsung and other companies on this topic, and believe that this topic requires further discussion before we can agree on whether this needs to be included as a KPI. Would model generalization imply that a model trained using InF-DH scenario should provide performance gains in UMi/UMa scenario (Opt-1)? Or should the model trained using InF-DH be applicable for InF-SH (Opt-2)? Or is the implication here that the performance of the model should be consistent within the same scenario, irrespective of the UE drops during training and testing/inference phase (Opt-3)? In our opinion, Opt-3 should definitely be a KPI. Opt-2 could be further studied, especially considering the fact that in real-world deployments such scenarios might not be realistic. However, models trained in a more challenging environment might perform better in an environment with lower complexity.

	Qualcomm
	Model generalization and robustness need to be evaluated based on their expected operating conditions according to realistic environment changes, including moving people/objects, adding/removing furniture, and machinery. This can be simulated by considering slight changes to distributions for a given drop. We suggest companies to discuss options on modelling such changes or evaluating generalization and robustness Companies can still look at generalization performance across drops and scenarios as a baseline to evaluate fine tuning requirements



Question 3.5.1-2
For the KPI of model generalization capability,
Approach (A). RAN1 align to a same methodology; FFS: how to define the methodology.
Approach (B). No aligned methodology is needed. Each company report their own robustness evaluation.

Please indicate your recommendation below.

	
	Company

	Approach A
	Vivo, Apple, OPPO, CATT, Fujitsu, CAICT, NVIDIA, [HW/HiSi],CMCC, Nokia/NSB, Lenovo

	Approach B
	Samsung, Qualcomm, Ericsson




If Approach (A), please describe the aligned methodology you recommend RAN1 to adopt.

	Company
	Comments

	vivo
	As we stated in our contribution, AI/ML model generalization performance evaluated form one cell to another, from one drop to another and from one scenario to another can be considered.

	OPPO
	We suggest the following change:
For the KPI of model generalization capability -> For the evaluation of model generailzation capabity
Moderator: Agree with the change

	LG
	As mentioned above, the alignment of a same methodology is a second step procedure based on the clear definition of model generalization performance.

	Fujitsu
	First of all the dataset used for generalization capability evaluation should be discussed carefully, and the KPI can be defined as the performance degradation between the training set and testing set.  

	CAICT
	At least some restrictions on the dataset construction should be considered, such as non-ideal labelling, mixture of different drops or scenarios. 

	HW/HiSi
	While Approach A might be nice if it would work out in the group, it could turn out to be a hinder for progress. If not possible to align witin approach A, we would be open to approach B as well.
For approach A, we have the following suggestion:
Generalization capability of the following aspects should be studied:
1) Training and inference datasets constructed from samples generated under different clutter parameters;
2) Training and inference datasets constructed from samples generated from different drops.

	CMCC
	The training dataset and testing dataset generated under the same settings can be Dataset A. For generalization capability evaluation, the training dataset and testing dataset can be generated using different settings and we call it Dataset B. The different settings can be different drops, different clutter densities, or different scenarios. When comparing the positioning accuracy using Dataset A and Dataset B, the performance loss can be viewed as a quantified generalization loss.

	Nokia, NSB
	While we agree that we need to use the same or at least similar methodology (especially for Opt-3 mentioned in our previous comment), we need more discussion on Proposal 3.5.1-1 before answering this question completely.

	Qualcomm
	Agreeing on common methodology would require a lot of effort across companies. In addition, the generalization capability depends on AI model design and it is an implementation issue. It might be more appropriate for companies to follow their own methodology as long as they provide enough details to describe their assumptions and methodology. Companies are also encouraged to suggest optional approaches for generalization methodology.



2nd round discussion
Based on companies response on Proposal 3.5.1-1, the high level principle may be acceptable, while the details on how to measure/quantify/report this KPI requires further discussion
Proposal 3.5.2-1
For evaluation of AI/ML based positioning, the KPI include the model generalization capability.
· FFS: the details of how to measure this KPI 

Please indicate if you have strong concern and cannot accept the proposal above.
	
	Company

	STRONG concern
	HW/HiSi



	Company
	Comments

	HW/HiSi
	We think that generalization is important to investigate and we are supportive to the intention of this proposal. 
But it is hard to quantify it as a KPI (at this stage). Even if we have the details for FFS, it could result in tremendous efforts for our group to align on these FFS(s).
At this stage, we would like to see a more guidance-type of approach to study generalization aspects. On the details and how to consider them as KPI, we could decide at a later stage after we have progressed and know more.
How about the following modification?:
For evaluation of AI/ML based positioning, companies are encouraged to include aspects of the KPI include the model generalization capability.
· FFS: the details of how to measure this KPI 
· Note: This does not preclude that generalization may be considered as a KPI at a later stage


	Nokia/NSB
	We are fine with this proposal, and the updates from HW/HiSi also seem fine to us as a comprise.




Regarding aligning to a same methodology, majority view is: 
Approach (A). RAN1 align to a same methodology; FFS: how to define the methodology.


In light of this, the following is proposed.

Proposal 3.5.2-2
For the evaluation of model generalization capability, RAN1 align to a same methodology. 
· FFS: how to define the methodology.

Please indicate if you have strong concern and cannot accept the proposal above.
	
	Company

	STRONG concern
	HW/HiSi



	Company
	Comments

	HW/HiSi
	In my understanding, if the previous proposal 3.5.2-1 would get agreed, then this proposal here, will force us to align the FFS from the proposal 3.5.2.-1. Is this the correct understanidng? We think it would be too early for that step and prefer as commented above, to have more general guidance on the evaluation of generalization.

	Qualcomm
	General principles to model generalization can be discussed further without mandating that companies using the same methodology.



3rd round discussion
Based on companies’ input for 2nd round discussion, there is concern on how to measure or quantify model generalization as a KPI, although this is generally recognized as an important aspect to report for AI/ML models. Considering companies’ input so far, moderator recommends that a high level proposal as suggested by HW/HiSi is reached for this meeting. As the work progresses further, if/how to report model generalization as a KPI can be revisited in future meetings in this study item.

Proposal 3.5.3-1
For evaluation of AI/ML based positioning, companies are encouraged to report the model generalization capability.

Please indicate if you have strong concern and cannot accept the proposal above.
	
	Company

	STRONG concern
	


 
	
	Company

	OPPO
	A suggestion on the wording as below. Although some tdocs mentioned the terminology “model generalization capability”, there is no such kind of a KPI or metric defined for generalization capability. Having said that, if majority views support the current Proposal 3.5.3-1, we can also accept it. 

For evaluation of AI/ML based positioning, companies are encouraged to evaluate report the model generalization capability performance.


	Fujitsu
	We always support to evaluate the model generalization however it is still not clear on the exact metric to be used for gauging the generalization capability. I think at least it should be clarified in the discussion of the general AI/ML topics (9.2.1) and positioning can just follow it.

	ZTE
	Prefer to FFS the metrics to evaluate generalization performance

	Nokia/NSB
	We are fine with the updates from Oppo and agree with the concerns shared by Fujistu. We are also supportive of adding the FFS as suggested by ZTE. Perhaps the following note could be added to the proposal:

Note: Model generalization performance / capability could be evaluated by comparing the model performance based on agreed KPIs under different deployment scenarios.

From our perspective, it is important to clarify what type of generalization is relevant: for e.g., Type-a could be comparing the performance in terms of positioning accuracy of a model trained using data from InF-DH scenario and tested using InF-SH or UMi scenarios. Type-b could be comparing the performance of model trained using InF-DH scenario in a particular simulation drop and tested using a different simulation drop of the same scenario. In our opinion, the generalization capability of Type-a is not relevant, whereas Type-b is relevant and important.



4th round discussion
For Proposal 3.5.2-1, no strong concern is expressed. Thus it is proposed that the following be adopted, which is according to the suggested text revision by companies. The intention of the proposal stays the same. 

Proposal 3.5.4-1
For evaluation of AI/ML based positioning, companies are encouraged to evaluate the model generalization.
· FFS: the metrics for evaluating the model generalization (e.g., model performance based on agreed KPIs under different scenarios)

	
	Company

	STRONG concern
	



5th round discussion
Corresponding to the discussion in section 2.1.6, Proposal 3.5.4-1 is revised to the following (‘scenario’ is changed to ‘setting’). 
Proposal 3.5.5-1
For evaluation of AI/ML based positioning, companies are encouraged to evaluate the model generalization.
· FFS: the metrics for evaluating the model generalization (e.g., model performance based on agreed KPIs under different settings)

Since there was no strong concern expressed for Proposal 3.5.4-1, the proposal above is considered acceptable to all. Please comment if you don’t agree.
	Company
	Comments

	HW/HiSi
	Support.

	Nokia/NSB
	We are fine with this proposal and the update makes it clearer from our perspective.




(Closed) Other Performance Metrics
1st round discussion
Beyond the widely supported KPIs listed above, there are other KPIs that have been pointed out by companies.  Based on companies’ input, these KPIs can be optionally reported by supporters.

Proposal 3.6.1-1
For evaluation of AI/ML based positioning, the following are optional KPI to report by participating companies:
· Latency for estimating the position of the UE
· Radio resource efficiency
· higher layer signaling overhead


	
	Company

	Support
	LG, InterDigital, Nokia/NSB, Ericsson

	Not support
	Fujitsu



	Company
	Comments

	OPPO
	Seem not necessary. It is up to companies

	Samsung
	This could be deprioritized.

	Futurewei
	Agree with above comments

	ZTE
	Not essential. It’s hard to align the common metrics to quantify those factors.

	LG
	From a perspective of efficiency, device efficiency is also to be considered further for the purpose of power saving by using UE power consumption model in TR 38.840. 

	Fujitsu
	We do not support to report additional KPIs. It is sufficient to have preliminary evaluation by report performance and complexity at this stage, any other advanced KPI will make the evaluation even complicated. Besides, some of the KPIs such as latency and efficiency are highly dependent on implementation, and they are more suitable for evaluating the entire system rather than the AI/ML model itself.

	NVIDIA
	Up to companies to describe.

	InterDigital
	We support to have latency as one of the KPIs. For a large-scale AIML model, long computation time may be required to derive a location estimate. 

	HW/HiSi
	Optional

	Xiaomi
	Power consumption should be taken into account

	CMCC
	If these KPIs are optional. Whether we need to discuss the evaluation methodologies for these KPIs.

	Nokia, NSB
	In addition to the proposed KPIs of latency, radio resource efficiency and high layer signalling overhead, we think that the signalling overhead for training/test data exchange and possible measurement reporting overhead could also be additional KPIs.

	Lenovo
	No strong overview, but higher-layer signalling overhead may be out of scope of RAN1 and may require other WGs input.

	Qualcomm
	We find suggested KPIs ambiguous and require more clarification.



Remarks
Based on first round discussion, it seems that most companies are not enthusiastic about the optional KPIs. Thus moderator recommends that there is no need to agree on the set of optional KPIs. Interested companies can anyways report their preferred optional KPI.
No 2nd round discussion seems necessary.

Proposals for GTW

Proposal 3.2.2-1
For AI/ML-based positioning evaluation, the baseline performance to compare against is that of existing Rel-16/Rel-17 positioning methods.
· As a starting point, each participating company report the specific existing positioning method (e.g., DL-TDOA, Multi-RTT) used as comparison.

Proposal 3.3.2-1
For all scenarios and use cases, the main KPI is the CDF percentiles of horizonal accuracy.
· Companies can optionally report vertical accuracy.

Proposal 3.3.3-1
The CDF percentiles to analyse are: {50%, 67%, 80%, 90%}.
· 90% is the baseline. {50%, 67% 80%} are optional.


Conclusion 3.3.2-3
Target positioning requirements for horizonal accuracy and vertical accuracy are not defined for AI/ML-based positioning evaluation.

Proposal 3.4.2-1
For evaluation of AI/ML based positioning, the KPI include the model complexity and computational complexity.
· FFS: the details of model complexity and computational complexity

Additional Proposals for GTW
Proposal 3.5.5-1
For evaluation of AI/ML based positioning, companies are encouraged to evaluate the model generalization.
· FFS: the metrics for evaluating the model generalization (e.g., model performance based on agreed KPIs under different settings)

(Closed) Sub-use cases for Positioning
Here the sub- use cases refer to the functionalities fulfilled by an AI/ML model for the purpose of determining a target UE’s position.
Companies’ view from contribution
A variety of sub-use cases have been described and evaluated in companies’ contributions. Representative texts are copied below. 

	· Huawei (R1-2203144)
Figure 1 shows the TDoA positioning process based on AI/ML-based LOS/NLOS identification. The AI-based LOS/NLOS identification is utilized to remove the NLOS paths from the calculation. It uses the channel’s Power Delay Profile (PDP) as input and calculates a LOS probability. As shown in Table 1, a neural network with a convolutional architecture is capable to learn this relationship well and can achieve a much better prediction accuracy than traditional methods, especially when the number of antennas is small.   
	[image: ]


[bookmark: _Ref100767696]Figure 1 Positioning process based on LOS/NLOS identification.
Figure 3 shows the AI/ML-based fingerprint positioning process. It exploits that each UE position has a unique channel characteristic (i.e. the fingerprint). The AI/ML model can learn this relationship for a given environment and then use it to determine the UE coordinate based on the measured channel characteristics. 
	[image: ]


[bookmark: _Ref100767732]Figure 3 AI/ML-based fingerprint positioning process


	· ZTE (R1-2203252)
Here we conduct a preliminary evaluation based on the settings stated above. We use truncated channel in time domain (i.e., path RSRP(s) and timing(s) ) from total 18 TRPs as input of the AI/ML model. The output of the AI/ML model is 2-dimentional UE position. 
[image: ]
Figure 4-2 An example of AI/ML model for positioning


	· Ericsson (R1-2203285)
Proposal 10 The study considers both UE-based and network-based position estimation.
Proposal 16 RAN1 study focuses on the evaluation of positioning enhancement where AI/ML models support these functionalities: LOS/NLOS identification, timing estimate of detected paths.


	· CATT (R1-2203455)
Proposal 1: For positioning, the evaluation methodology is as follows:
· For AI/ML-based intermediate measurement estimation, consider evaluating the result of ToA/AoA/AoD estimation as intermediate evaluation, and evaluating the positioning accuracy as final evaluation.
· For AI/ML-based LOS/NLOS identification, consider evaluating the LOS/NLOS identification as intermediate evaluation, and evaluating the positioning accuracy as final evaluation.
· For end-to-end positioning based on AI/ML, consider evaluating the positioning accuracy as final evaluation.


	· vivo (R1-2203554): 
…
For AI/ML based positioning, UE position can be estimated according to multiple TRPs’ Channel Impulse Response (CIR) vectors, as shown in Figure 4. Note that, AI model can be deployed at the UE side or network side.  


[bookmark: _Ref101277603]UE position estimation with multiple TRPs’ CIRs
…
As shown in Figure 8, instead of constructing an AI model with 18 TRPs’ CIRs as input and the target UE’s location as output, we consider a more general framework with one TRP’s CIR as the input and an intermediate feature (such as TOA of that TRP at the target UE) as the output for each TRP, respectively. Based on the intermediate feature extracted from CIR of each TRP, location of the target UE can be further derived by utilizing other positioning algorithms, including AI-based or non-AI based algorithms. In order to distinguish from aforementioned positioning method based on multi-TPRs’ CIRs, we call it two-step positioning method, i.e., CIR-intermediate feature-positioning. 
…


[bookmark: _Ref101278398]The framework of two-step positioning method
…
Proposal 10:	Study further on the benefits of two-step positioning for AI/ML based positioning in terms of positioning accuracy and AI model generalization.
Observation 8:	The selection of AI model may be strongly related to specific tasks, and a suitable model can facilitate better evaluation of performance gain for AI/ML based positioning


	· Xiaomi (R1-2203812)
[image: ]
Figure 1 Principle of AI-based evaluation 

	· OPPO (R1-2204019)
In summary, the following schemes are used in our initial evaluation:
· Non-AI-based DL-TDOA: CHAN algorithm is used to estimate the location based on measurement results of DL RSTD
· AI + DL-TDOA: A trained NN is used to estimate the location based on measurement results of DL RSTD
· AI + DL-TDOA + RSRP: A trained NN is used to estimate the location based on measurement results of DL RSTD and associated RSRP
· AI + TOA: A trained NN is used to estimate the location based on measurement results of TOA
· AI + TOA + RSRP: A trained NN is used to estimate the location based on measurement results of TOA and associated RSRP
· AI + Normalized CIR: A trained NN is used to estimate the location based on measurement results of normalized CIR
· AI + Normalized CIR + RSRP: A trained NN is used to estimate the location based on measurement results of normalized CIR and associated RSRP

	· FUTUREWEI (R1-2204104)
As discussed in [2], we propose considering both “AI/ML-based LOS / NLOS classification” and “AI/ML-based UE position estimation” as representative sub use cases for positioning accuracy enhancement.


	· InterDigital (R1-2204159)
In Section 3, simulation results for 2 use cases have been presented namely, 1) NLOS Identification and 2) fingerprinting-based positioning.

	· Apple (R1-2204242)
We evaluate an AI-only positioning technique in which a normalized CIR (normalized by the path loss of the closest gNB) and the L1-RSRP serve as inputs into a multi-input neural network that directly estimates the UE’s position. 
[image: Diagram
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[bookmark: _Ref101897927]Figure 1: High Level AI model


	· CMCC (R1-2204300)
[bookmark: _Hlk101914292]Table I. Different types of input and output of AI/ML model
	[bookmark: _Hlk101913001]Case
	Input
	Output

	1
	CIR
	UE location

	2
	CIR+RSRP
	UE location

	3
	TOA
	UE location

	4
	AOA
	UE location

	5
	CIR
	TOA

	6
	CIR
	AOA

	7
	CIR
	LOS probability

	8
	PDP
	LOS probability



Proposal 1: For AI/ML enabled positioning accuracy enhancement, select one or two sub use cases from Table I for characterization and baseline performance evaluations.


	· Nokia (R1-2204575)
Proposal 1: For LOS/NLOS classification tasks using supervised learning, the data labeling methodology should be further studied, especially in terms of whether there could be a common understanding that could be achieved within RAN1.
Proposal 3: For regression tasks, such as ranging estimation, use absolute estimation error, e.g., absolute horizontal positioning error, to evaluate the performance of the ML model.
Observation 3: ML-based methods can provide significant performance gains for positioning measurement reporting in comparison to classical approaches.


	· Fraunhofer (R1-2204837)
1) Use case 1: ML measurement accuracy and reliability enhancements: 
The ToA/AoA measurement accuracy depends highly on the channel condition. ML based technologies can either enhance the accuracy or can provide channel classification information for reliability estimation, for example.
2) Use case 2: ML based positioning algorithms:
Positioning methods making use of environmental information can be realized using ML based concepts. 


	· Qualcomm (R1-2205028)
We provide evaluations for both ML-based and ML-assisted positioning sub use cases. We consider the RFFP [4] as the ML-based positioning approach and we use it to show the gain that AI/ML can offer in extreme NLOS indoor scenarios. For the ML-assisted approach, we evaluate the ML likelihood fusion for DL-TDoA scheme and show its enhancements to outdoor positioning scenarios.





1st round discussion
Broadly speaking, the sub-use cases use either the one-step approach (aka, ML-based) or the two-step approach (aka, ML-assisted). 
(1). For the one-step approach, the output of the ML model is directly the target UE’s position. 
(2). For the two-step approach, the output of the ML model is an intermediate quantity (e.g., LOS/NLOS, TOA) which can be used as an input for estimating the target UE’s position.
· In the two-step approach, the module for estimating the target UE’s position can be:
(a) an existing Rel-16/Rel-17 positioning method, 
(b) or a ML model.

While (2b) was described by some companies (e.g., vivo), it is observed that no companies evaluated (2b). Also with two ML models in the processing chain, it is more difficult to analyze performance of individual ML module and KPIs like AI/ML complexity. Thus it is proposed that (2b) is not included in the scope of evaluation study, with the understanding that this does not preclude (2b) from general discussion. In this case the evaluation only consider sub-use cases that use a single ML model. The single ML model may be located on the UE side or the network side, which is similar to the paradigm of existing positioning methods.

Proposal 4.1.1-1
For the purpose of evaluating AI/ML based positioning, only consider sub-use cases that use a single ML model. 

	
	Company

	Support
	OPPO, LG, Fujitsu, Ericsson

	Not support
	Vivo, CAICT, NVIDIA, Fraunhofer, Nokia/NSB, Lenovo, Qualcomm (not relevant to sub use discussion)



	Company
	Comments

	vivo
	A couple of comments:
1. It’s not clear about the definition of single ML model. Does this proposal exclude evaluation of a sub-use case where AI/ML model was updated? From our reading of companies’ contributions, several companies mentioned/proposed to study on AI/ML model performance monitoring/updating/fine-tuning which may consider updated AI/ML model, it’s no reasonable to exclude such evaluation before we study it.
Moderator: No, ‘single ML model’ here does not refer to updating/fine-tuning. It is in contrast to vivo drawing below, where red circles show two ML models, one to generate intermediate feature (e.g., LOS/NLOS identification), the other to generate UE’s position.  



2. 3GPP is contribution driven and companies not interest in (2b) are not mandated to evaluate (2b). We’re not sure why we should exclude evaluation of (2b) if proponent companies want to bring results for discussion. 

	Samsung
	Share the question from vivo.

	Futurewei
	Not sure why this needs to be agreed.

	CATT
	We are open to consider if the majority has strong interest in (2b) case.

	Fujitsu
	We support to use single AI/ML model. However we think the definition of the word “single” should be discussed. From our point of view, it means only one model is working during one active AI/ML lifecycle (from the model triggering, data collection, training/inference, reporting and model ending, anyway the details of the lifecycle will be studied in item 9.2.1). That means, there can be multiple AI/ML models deployed in the system and contribute to the final positioning output, but it is OK only if no parallel active AI/ML lifecycle running in the network.

	CAICT
	It is proposed to include more possibilities for AI/ML based positioning techniques. We think 2-step approach is worthy of further study and (2b) should not be excluded at this stage.

	NVIDIA
	It does not appear necessary to make such restrictive assumption at this early stage of the study item.

	InterDigital
	We are open to consider multiple approaches (ML based and ML assisted).

	Fraunhofer
	We think this should be further studied in the next meeting before making a conclusion 

	Nokia, NSB
	We agree with vivo and think that it is too early to discuss such restrictions.

	Lenovo
	We prefer to keep the use of the AI/ML model for positioning evaluation open where the choice of model is up to companies.

	Qualcomm
	The different flavours of one-step or two-step approaches are just different flavours of enhancing positioning. At this point, any down selection should be to minimize the RAN1 workload and ease evaluation. They can be studied using the same evaluation assumption, so they do not need to be down selected at this stage. Any down selection among these different flavours of algorithms should be based on the performance (CDF of positioning error) and other KPIs of interest.
Moderator: Is this the suggestion?: no need to select sub-use cases to focus the simulation effort. Each company can report results for any sub-use case. 
One concern is, there are many possible sub-use cases. It will be hard to compare results across companies.
QC: Different ML approaches have different specification impact and performance benefits and hence these approaches are worth of evaluation. It is premature at this stage to decide on any down selection. Please see our comments in Section 4.1.2	 2nd round discussion.



 Proposal 4.1.1-2
For any sub-use case evaluated for AI/ML based positioning, the ML model may be located on the UE side or the network side.

	
	Company

	Support
	OPPO, LG, Fujitsu, NVIDIA, Nokia/NSB, Lenovo, Ericsson

	Not support
	Qualcomm (not relevant to sub use discussion)



	Company
	Comments

	Apple
	Would like to clarify how the  location of the ML model (training and inference)  affects the evaluation. For example, in the CIR to position case, are we to discuss the acqusition and accuray oft he CIR (e.g. use PRS with feedback or SRS to estimate channel ?)

	Samsung
	We prefer to deprioritized this proposal in this meeting, it is too early to discuss it.

	ZTE
	Prefer to discuss this issue in agenda item 9.2.4.2. 

	CATT
	We are open to consider if the majority has strong interest in joint-inference case.

	Fujitsu
	Support. For us we prefer the AI/ML model to be located on the network side.

	CAICT
	Both sides are OK for us and the effects on simulation should be clarified. 

	HW/HiSi
	Agree with Apple. Would like to clarify how the location of the ML model (training and inference) affects the evaluation.

	Xiaomi
	In our opinion, different spec impact may be brought between the case of AI model located in on network and the case of AI model in UE side. Maybe section 9.2.4.2 is the right place to discuss this proposal. But we are also open to discuss this proposal here.   
Moderator: spec impact should be discussed in AI 9.2.4.2. For AI 9.2.4.1, it’s only about what to simulate, how to simulate. For example, for this proposal, if UE side, the ML model get CIR using PRS, and companies should describe PRS configuration used in their simulator. If network side, the ML model get CIR using SRS, and companies should describe SRS configuration used in their simulator.

	CMCC
	This can be discussed in AI 9.2.4.2.

	Qualcomm
	We do not agree on this categorization at this stage of study. See above comment in Proposal 4.1.1-1.
Moderator: Please explain your categorization.
QC: It is not clear to us why the location of ML model needs to be categorized for this evaluation study. Please see our comments in Section 4.1.2	2nd round discussion



Next two proposals attempt to define the sub-use cases in order to facilitate further discussion and down-selection.

Proposal 4.1.1-3
For the evaluation of AI/ML based positioning, one possible sub-use case uses the two-step approach:
· Step 1: the ML model is used to generate an output which is an intermediate quantity for position estimation. 
· FFS: possible measurement include: LOS/NLOS identification, TOA estimation;
· Step 2: Estimate the target UE’s position using an existing Rel-16/Rel-17 positioning method which utilizes the intermediate quantity. 


	
	Company

	Support
	Fujitsu, HW/HiSI, Nokia/NSB, Ericsson

	Not support
	Vivo, CAICT, Qualcomm (not relevant to sub use discussion)



	Company
	Comments

	vivo
	A couple of comments:
1. What’s the intention of FFS sub-bullet under step 1? Is it to agree on only one type of measurement for evaluation? Our understanding is that down-selection of sub-use cases as representative is under agenda 9.2.4.2. We suggest to remove the word FFS. 
2. As we commented toward Proposal 4.1.1-1, we prefer not to exclude possibility of evaluation on using AI/ML in the 2nd step. So we suggest to add a sub-bullet note under step 2.

Our suggest modification is as follow.

For the evaluation of AI/ML based positioning, one possible sub-use case uses the two-step approach:
· Step 1: the ML model is used to generate an output which is an intermediate quantity for position estimation. 
· FFS: possible measurement includes: LOS/NLOS identification, TOA estimation;
· Step 2: Estimate the target UE’s position using an existing Rel-16/Rel-17 positioning method which utilizes the intermediate quantity. 
· Using AI/ML model instead of Rel-16/17 positioning method is not precluded


	Samsung
	We don‘t think such proposal is needed. Why specifically 2step manner is mentioned, what AI structure is used should be reported by companies along with the interested sub-use cases, which will be eventually decided in the other agenda.

	ZTE
	From procedure perspective, do we need to firstly discuss the sub use cases in agenda item 9.2.4.2 before we further discuss what are the evaluation assumptions for different sub use cases? In our opinion, different sub use cases may have different specification impacts.

	Fujitsu
	Support, and we think it is OK to have both this sub use case and the next one.

	CAICT
	We share the same view of Samsung.

	NVIDIA
	It does not appear necessary to have such a proposal at this stage.

	HW/HiSi
	Fine with the proposal and with the modification from vivo.

	CMCC
	Share the same view with ZTE.

	Nokia, NSB
	We are broadly in support of the two-step approach. However, we are not entirely clear about the intent of this proposal. In our opinion, sub-use cases – for e.g., positioning accuracy improvement in heavily NLOS or positioning measurement reporting overhead reduction is independent of the solution applied to that sub-use case which might use one-step or two-step approach.

	Qualcomm
	We do not agree on this categorization at this stage of study. See above comment in Proposal 4.1.1-1.




Proposal 4.1.1-4
For evaluation of AI/ML based positioning, one possible sub-use case uses the one-step approach where the ML model directly estimate the target UE’s position.

	
	Company

	Support
	OPPO, CATT, LG, Fujitsu, CAICT, NVIDIA, InterDigital, Hw/HiSI,Xiaomi, Ericsson

	Not support
	Qualcomm (not relevant to sub use discussion)



	Company
	Comments

	Fujitsu
	Support, and we think it is OK to have both this sub use case and the previous one.

	Nokia, NSB
	We have similar comment as earlier. We do not understand what the intent of this proposal is. We would prefer not to leave out any of the approaches at this stage, i.e., we should include both 2-step and 1-step positioning methods as possible candidate solutions until we do further detailed evaluations.

	vivo
	First of all, we echo the comment form Nokia above.

We also have a clarification question regarding the scope of discussion in this agenda and agenda 9.2.4.2.
Moderator of agenda 9.2.4.1 stated “Next two proposals (4.1.1-3 and 4.1.1-4) attempt to define the sub-use cases in order to facilitate further discussion and down-selection.”.
The following is copied from chairman’s notes.
9.2.4.1	Evaluation on AI/ML for positioning accuracy enhancement
Including evaluation methodology, KPI, and performance evaluation results.  
9.2.4.2	Other aspects on AI/ML for positioning accuracy enhancement
Including finalization of representative sub use cases (by RAN1#111) and discussions on potential specification impact.

Want to make sure no duplicate or potential conflicting discussion among agendas. 

Moderator: Thanks for sharing the above. But for 9.2.4.1, companies need to generate results for certain sub-use cases. Based on companies’ contribution, there are discussion on sub-use cases for evaluation. The intention of this discussion is to see if RAN1 can focus the evaluation effort on a small set of sub-use cases. If companies do not think this is necessary, then each company can report their own preference. It may be a little hard to capture such results in TR.

Response to moderator: thanks for the explanation. I guess companies have different interpretation of sub use case. I quoted some text from the SID in below.
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project
Our understanding is that companies proposing different AI/ML approaches but more or less targeting a similar scenario (heavy NLOS) for now. That’s why we don’t think down selection of options in terms of AI/ML approaches is needed before actual evaluation.

	Qualcomm
	We do not agree on this categorization at this stage of study. See above comment in Proposal 4.1.1-1.




For the two-step approaches, there are many variations, as can be seen in companies’ contributions. For example, the output of the ML model may be LOS/NLOS identification and probability, ToA, AoA, AoD. It should be discussed how to down-select to a specific sub-use case for evaluation.

Question 4.1.1-5
For the two-step approach, the ML output is:
Option 1. LOS/NLOS identification
Option 2. LOS/NLOS identification and ToA
Option 3. AoA (for gNB side ML), AoD (for UE side ML)
Option 4. Other (please explain)

Please select one option from above. For the purpose of down-selection, the option with the most support can be selected as the sub-use case for evaluation.

	
	Company

	Option 1, LOS/NLOS
	InterDigital, HW/HiSI, Ericsson

	Option 2, LOS/NLOS, ToA
	Ericsson

	Option 3, AoA, AoD
	

	Option 4, Other
	



	Company
	Comments

	vivo
	Our understanding is that down-selection of sub-use cases as representative is under agenda 9.2.4.2. Given the performance will be considered for selecting representative sub use case(s), we’re not sure we need to down select options now before actual evaluation. 


	Samsung
	Deprioritized this proposal in this meeting, it is too early to decide it.

	CATT
	It can be discussed in agenda 9.2.4.2. 

	NVIDIA
	It does not appear necessary to make such down selection at this early stage of the study item.

	CMCC
	Share the same view with vivo/CATT.

	Nokia, NSB
	We agree with Samsung and think that it is too early to make this down selection. We are also not sure whether options need to be specified, especially if all the processing is done within the same entity (for e.g., LMF).

	Qualcomm
	We do not agree on this categorization at this stage of study. See above comment in Proposal 4.1.1-1.



For the one-step approach and two-step approach, it is desirable to further down-select to one as RAN1 focus, while the other one is optional and left up to supporting companies. This would concentrate companies’ resource to the most promising sub-use case. Please provide your input to the question below. After collecting companies’ response, RAN1 can decide whether/how to down-select.
Question 4.1.1-6
For down-selection of sub-use cases, please indicate your preference between the following:
Option 1. One-step approach;
Option 2. Two-step approach;

	
	Company

	Option 1
	

	Option 2
	



	Company
	Comments

	vivo
	Again, our understanding is that down-selection of sub-use cases as representative is under agenda 9.2.4.2. Given the performance will be considered for selecting representative sub use case(s), we’re not sure we need to down select options now before actual evaluation. 


	Samsung
	Deprioritized this proposal in this meeting, it is too early to decide it.

	CATT
	This should not be done until the group has initial understanding on their performance, cost and spec impact.

	Fujitsu
	We prefer to the two-step approach which can be closely connected to the R16/17 Enh-Pos solutions. The one-step approach is mainly based on radio fingerprint which is not easy to be compared with the conventional methods.

	CAICT
	We are not clear why we should down select option 1 and option 2. These two options are different solutions for the same scenario and should not be recognized as different sub use cases.

	NVIDIA
	It does not appear necessary to make such down selection at this early stage of the study item.

	HW/HiSi
	No need to down-select at this stage

	CMCC
	Can be discussed in AI 9.2.4.2.

	Nokia, NSB
	We still are not clear as to how the approached used in a solution for the problem is a use case. We would prefer not to do such down selection at this stage of the study.

	Qualcomm
	We do not agree on this categorization at this stage of study. See above comment in Proposal 4.1.1-1.



2nd round discussion
It seems that different companies have different understanding of the topic of sub-use cases. Moderator’s understanding is, it is useful to select a small subset of promising sub-use cases based on companies’ contribution, so that the evaluation effort can be concentrated across companies. 
However, several companies prefer not to discuss the candidate sub-use cases to evaluate at this stage. If so, we can close this discussion for this meeting, and companies can generate evaluation results for any sub-use case for next meeting.
Please share your view, if any.

	Company
	Comments

	Nokia/NSB
	We are fine with this view. Perhaps it is important to agree on what constitutes a sub-use case in the first place. In our understanding it consists of a subset of the use case considered as part of this study – i.e., positioning accuracy enhancement. The sub-use cases we are interested in include LOS/NLOS classification and positioning estimation under heavy NLOS condition and positioning measurement reporting enhancements.

	Qualcomm
	The positioning use case can have multiple sub uses cases, including positioning estimation, tracking, prediction, etc. From our reading, all companoes prefer the positioning estimation sub use case. We find it a bit confusing to discuss the ML algorithm approaches as sub use cases and prefer not call them so. On a different front, we agree with the moderator that potential ML approaches can be categorized at some point in the study based on their specification impact, but we find it too early to do so in the first meeting.

	ZTE
	AI 9.2.4.2 is discussing the sub use cases to focus on. If companies want to bring evaluation results in next meeting, they can select the representative sub use case agreed in AI 9.2.4.2.



(Closed) Data Set
Companies’ view from contribution
AI/ML is data driven, and the dataset is a key component in performance evaluation. RAN1 need to decide the dataset(s) for training, validation, testing, and inference. 
In the following, companies’ input on this issue is presented.
	· Huawei (R1-2203144)
Proposal 7: For AI/ML-based positioning evaluation, training inputs generated from simulation platform should be a baseline.


	· ZTE (R1-2203252)
Proposal 6: In order to generate datasets for AI/ML based positioning, the following procedures for spatial consistency should be modeled,
· Section 7.5 of TR 38.901 defines the correlation distance for DS, ASD, ASA, SF, ZSA, ZSD;
· Clause 7.6.3.1 of TR 38.901 introduces procedures to model the spatial consistency for cluster-specific and ray-specific random variables, LOS/NLOS state, and Indoor/Outdoor state;
· Section 7.9.6 of TR 38.901 gives values to model the spatial consistency of absolute time of arrival.
Proposal 7: Generated datasets for training, validation, and test should be from the same simulation drop since there is no spatial consistency across multiple simulation drops.
Proposal 8: Set small grids for generating training data, i.e., only one training data is expected to be collected within one small grid.
· Baseline assumption for grid size is 0.5m;
· Optional assumptions for grid size are 1m and 0.25m.
Proposal 9: The datasets for validation and test can be generated from UEs randomly distributed over the hall.


	· Ericsson (R1-2203285)
Proposal 8 Synthetic data set generated according to the InF channel models in TR38.901 is used for model training, validation, and testing.


	· CATT (R1-2203455)
Proposal 4: For AI/ML-based positioning, 3GPP statistic models in TR 38.857 are used to construct the dataset in the first stage, and field data is considered in the next stage. 
Proposal 5: For evaluating AI/ML-based positioning, the construction of dataset should consider the data with or without non-ideal factors, data from same/different TRP(s) and data from same/different scenario(s).


	· Vivo (R1-2203554): 
Proposal 3:	For the purpose of link level and system level evaluation, statistical models (from TR 38.901 and TR 38.857) are utilized to generate dataset for AI/ML based positioning for model training/validation and testing.
· Field data measured in actual deployment for AI/ML model performance testing should be allowed and encouraged 


	· Xiaomi (R1-2203812)
Proposal 2: In the evaluation, generate the data set for the training in inF-DH with different parameters


	· Samsung (R1-2203901)
Proposal 5: The impacting factors on the simulation shall be further studied, and some specific AI/ML related parameters (e.g. hyper-parameter) and space consistence shall be considered.
Proposal 6: The baseline dataset used for evaluation could be generated based on TR 38.901 and the simulation assumptions/scenarios specified in Rel-17 in TS 38.857.


	· OPPO (R1-2204019)
Proposal 4: For the evaluation of AI/ML-based positioning accuracy improvement, the data sets of companies should be generated with the same values of the following parameters:
· X drops
· Y UEs per drop
· FFS: values of X, Y


	· CAICT (R1-2204184)
Proposal 3: Dataset construction with simulated-based data should consider the data labelling process in real deployment. 


	· Apple (R1-2204242)
Proposal 1: The dataset should be generated by a system level simulator based on 3GPP simulation methodology


	· Lenovo (R1-2204421)
Proposal 4: RAN1 to further study data construction methodology for the evaluation of the positioning AI/ML models, e.g., use unlabelled or labelled simulation data.


	· NVIDIA (R1-2204844)
Proposal 4: Additional simulation methodology for generating synthetic data, such as digital twins, should be explored for the study of AI/ML based algorithms for positioning accuracy enhancements.
Proposal 5: Identifying existing sets of real data should be part of the evaluation work for the study of AI/ML based algorithms for positing accuracy enhancements.
Proposal 6: Companies are encouraged to contribute real data to evaluate AI/ML based algorithms for positioning accuracy enhancements.


	· Qualcomm (R1-2205028)
Proposal 6: Companies are also encouraged to submit evaluations with ray tracing or with field data to understand the performance of AI/ML positioning methods in real world scenarios due to the known drawbacks of using statistical channels.
Proposal 7: Companies should agree on LSP and SSP settings for training and testing datasets. We propose training and testing datasets to initially have same LSP and SSP settings. Subsequent evaluations can investigate requirements of different settings on scenario and sub use case bases.


	· Fujitsu (R1-2205080)
Proposal 1: In order to generate AI/ML-catered datasets with sufficient target channel properties for training, additional simulation parameter sets should be developed by adjusting and expanding the existing cases defined in TR38.857.
Proposal 2: For the evaluation on AI/ML for positioning accuracy enhancement, field data should be excluded during the study item phase.





1st round discussion
Based on companies’ input, all companies support using dataset generated by 3GPP statistic models. Thus the following proposed.
Proposal 5.2-1
Synthetic dataset generated according to the statistical channel models in TR38.901 is used for model training, validation, and testing.

	
	Company

	Support
	Vivo, Apple, OPPO, Samsung, ZTE, CATT, LG, Fujitsu, CAICT, NVIDIA, InterDigital, HW/HiSi,Xiaomi, Spreadtrum,CMCC, Nokia/NSB, Lenovo, Qualcomm, Ericsson

	Not support
	



	Company
	Comments

	Fujitsu
	We think 38.901 will be a good starting point for all use cases including positioning.

	Fraunhofer
	Depends on the selected use-cases and required evaluations. Modifications might be necessary TR38.901 (see 2.3.2) 
Moderator: It may be useful to study improvements to TR38.901. However, channel model investigation is out of scope for this study item. If TR38.901 needs to be modified, a separate study item should be proposed and approved at RAN plenary.
Given the discussion status at this point, please reconsider if you can live with Proposal 5.2-1.

Fraunhofer: Okay with the moderator justification. Please comment if our understanding on the proposal is wrong that the “Explicit ground reflection model” in TR38.901 can be used for model training, validation, and testing.  
Moderator: Channel model in TR 38.901 has been agreed to be used. Thus if the ground reflection shall be modelled explicitly, TR 38.901 section 7.6.8  “Explicit ground reflection model” should be used. If anybody disagrees, please comment.

	Nokia, NSB
	We are open to using real datasets at a later point in the study.

	Qualcomm
	We are generally ok with the proposal.



Apple (R1-2204242) has the following proposal, which seems to reflect all companies’ intention.

Proposal 5.2-2
The dataset is generated by a system level simulator based on 3GPP simulation methodology.

	
	Company

	Support
	Vivo, Apple, OPPO, Samsung, ZTE, CATT, LG, Fujitsu, CAICT, NVIDIA, InterDigital, HW/HiSi,Xiaomi, Spreadtrum,CMCC, Nokia/NSB, Lenovo, Ericsson

	Not support
	



One issue to discuss is, how to align the dataset generation among companies so that the evaluation can be calibrated between different companies. 
· ZTE proposed: “Generated datasets for training, validation, and test should be from the same simulation drop since there is no spatial consistency across multiple simulation drops.”
· OPPO proposed: “For the evaluation of AI/ML-based positioning accuracy improvement, the data sets of companies should be generated with the same values of the following parameters:
· X drops
· Y UEs per drop
· FFS: values of X, Y“
· Qualcomm proposed: “Companies should agree on LSP and SSP settings for training and testing datasets. We propose training and testing datasets to initially have same LSP and SSP settings. Subsequent evaluations can investigate requirements of different settings on scenario and sub use case bases.”

ZTE and Qualcomm proposals are similar and are captured below for discussion.
 
Proposal 5.2-3
As a starting point, the training, validation and testing dataset are from the same large-scale and small-scale propagation parameters setting. Subsequent evaluation can study the performance when the training dataset and testing dataset are from different settings.

	
	Company

	Support
	Vivo, Apple, OPPO, Samsung, ZTE, CATT, LG, Fujitsu, CAICT, NVIDIA, HW/HiSi, Spreadtrum,CMCC, Nokia/NSB, Lenovo, Qualcomm, Ericsson

	Not support
	



	Company
	Comments

	vivo
	In addition to the high level principle, we suggest to discuss on the details of settings for generating dataset.

	OPPO
	Agree with vivo

	ZTE
	In our view, the same large-scale and small-scale propagation parameters setting should be clarified that the datasets are from the same simulation drop.
We’re open to discuss whether to use different settings for training and testing.
In addition, we think we should also discuss the data number used for training. As the data number increased, of course better performance can be observed. In order to fairly compare the performance among companies, we prefer to have a another proposal to discuss following issue,
Set small grids for generating training data, i.e., only one training data is expected to be collected within one small grid.
· Baseline assumption for grid size is 0.5m;
· Optional assumptions for grid size are 1m and 0.25m.
[image: ]

	Fujitsu
	Support. However we think the “subsequent evaluation” should not be taken place during this study item, it can be one potential task in the future.
Moderator: Let’s discuss as part of the “model generalization” issue if “subsequent evaluation” should taken place during this study item or not

	Qualcomm
	We are generally ok with the proposal.




Regarding the issue of using field data from actual deployment or not in evaluation, companies’ view are summarized below:
· Support using field data:  Vivo, NVIDIA, Qualcomm, CATT (statistic models in first stage, field data is considered in next stage)
· Do not support using field data: Ericsson, Fujitsu

Moderator proposes to collect more companies’ input with regard to this issue. It is noted that the question is only about the evaluation exercise. It does not affect general discussion about field data.

Question 5.2-4
Should field data from actual deployment be used in the Rel-18 study item for the purpose of evaluating the performance of AI/ML based positioning?
	
	Company

	Yes
	vivo, Samsung, CATT(optional), NVIDIA, Fraunhofer, Nokia/NSB, Qualcomm (optional)

	No
	Apple, LG, Fujitsu, HwHiSi, Ericsson



Please add your comments below, if any:
	Company
	Comments

	Apple
	This should be optional and not central to the evaluation.

	OPPO
	It could be optional 

	Samsung
	We understand it’s as it should be allowed, but not mandated and certainly not having superiority than the dataset from 38.901.

	ZTE
	Optional to provide.

	LG
	Evaluation is based on stochastic models in TR38.901 first and using field data is optional for each company e.g. to check the model generalization

	Fujitsu
	Field data can be optinally used for companies for internal evaluation, but in this study item, only simulated datasets are encouraged. We do not have workloads for the field data alignment. 

	CAICT
	Field test data is welcomed but the availability is not clear yet. 

	NVIDIA
	Machine learning models are only as good as the data they are trained on.

	InterDigital
	Benefits for using field data need to be identified.

	Xiaomi
	We suggest to discuss this proposal in section 9.4.1(AI framework) first

	Spreadtrum
	We think field data is important to verify practical value of AI. But indeed how to collect the field data is not clear. Thus, we are fine that field data is optional to ensure the WID can progress well. But if common field data can be accessible in future, we hope we can use it to verify.

	CMCC
	It can be optional.

	Fraunhofer
	The issues that TR38.901 do not reflect certain positioning real-world effects is being discussed since Rel-16 SI. Field data is as important as synthetic dataset when the effects are not reflected in the simulation environment or to limit the risk of over fitting. At the end the intention is that the AI/ML positioning methods works in real-world and not in the simulation. 

	Nokia, NSB
	We would support the use of actual deployment / field data as well as ray-tracing data for evaluating the performance of AI/ML based positioning.

	Lenovo
	Agree with Apple, this should be optional and up to companies to provide field data.

	Qualcomm
	Our view is that field and raytracing data are good to have but are optional. Companies are encouraged to provide evaluations based on field and raytracing data to understand and assess performance under real world deployment.



2nd round discussion
Based on 1st round discussion, Proposal 5.2-2 (Apple (R1-2204242)) is acceptable to all. 
The following proposals from 1st round have wide support. They are copied below for double checking.
Proposal 5.2-1
Synthetic dataset generated according to the statistical channel models in TR38.901 is used for model training, validation, and testing.

Please indicate if you have strong concern and cannot accept the proposal above.
	
	Company

	STRONG concern
	



Proposal 5.2-3
As a starting point, the training, validation and testing dataset are from the same large-scale and small-scale propagation parameters setting. Subsequent evaluation can study the performance when the training dataset and testing dataset are from different settings.

Please indicate if you have strong concern and cannot accept the proposal above.
	
	Company

	STRONG concern
	




Regarding Question 5.2-4, majority view is that companies can optionally use field data to evaluate. Ray-tracing data is recommended by Nokia/NSB/Qualcomm as well. In this case, there are general issues to be decided first, e.g., availability/validation of the field data. For now, we can follow Xiaomi suggestion to wait for 9.4.1(AI framework) first. 
Please share your view if you disagree.
	Company
	Comments

	
	




Furthermore, ZTE proposed to discuss their proposal which is a concrete proposal on dataset generation.
Proposal 5.3-1
Set small grids for generating training data, i.e., only one training data is expected to be collected within one small grid.
· Baseline assumption for grid size is 0.5m;
· Optional assumptions for grid size are 1m and 0.25m.
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	Company

	Support
	

	Not support
	Nokia/NSB



	Company
	Comments

	vivo
	Questions for clarification. Is the intention to limit dataset sample size? Is the UE drop random inside the grid? If only one sample per grid, I guess a “good” data sample would likely to be around the center of a grid. Isn’t that against the intention of random UE dropping when we do evaluation? Furthermore, it seems the grid size effectively decide the range of accuracy. Is that the intention? 

	HW/HiSi
	Sams question as vivo

	Nokia/NSB
	We think that such discussions are part of model lifecycle management, and are not relevant in the context of this discussion. Companies are free to generate training data based on their own specific criteria. In the end what is important is the model performance, especially in terms of positioning accuracy improvement, according to the KPIs that are agreed for the study.

	Qualcomm
	It may be more preferrable to agree on UE area density rather than confining locations of training UEs.



3rd round discussion
Proposals 5.2-1/2/3 are acceptable to all.
For the question of using field data and/or ray-tracing data, companies agree that we can wait for progress 9.2.1(AI framework). Thus this question is put on hold for now.
Regarding ZTE’s proposal on how to generate training data, it is hard to draw any conclusion at the moment. ZTE is encouraged to address the questions from vivo and HW/HiSi. In general, companies are encouraged to share ideas in this direction to help RAN1 make progress. 
Please provide further comments if you have suggestions on how to make progress on data set generation for this meeting. Otherwise, this topic may be closed for this meeting, and resume at next meeting.

	Company
	Comments

	OPPO
	A typo:  9.4.1(AI framework). -> 9.2.1(AI framework).
Moderator: Thanks for pointing out the mistake  Now corrected.

	ZTE
	To vivo/HW,
As the training data number increased, of course better performance can be observed. In order to fairly compare the performance among companies, we prefer to agree the mechanism to generate training data. For example, if we have two simulation results based on different dataset sample sizes, we may not be able to claim which simulation result performs better. At least for training data, random UE dropping is not a good choice for AI based positioning. In real deployment, the efforts to collect training dataset may be hard. Therefore, it’s important that we should study the positioning performance under limited training dataset( i.e., performance vs. data size for training).  
In addition,we agree that a good data sample would likely to be around the center of a grid or intersections of multiple grids.
To Qualcomm,
We’re fine to either define small grids for generating training data or to agree UE area density for training data. From our view, the performances are largely depend on data size for training. So, we prefer to agree the mechanism to generate training data.

With above, we suggest to further discuss following proposal:
Proposal Companies are encouraged to provide assumptions on how to generate training dataset, including following options,
· Option 1 : One training data is expected to be collected within one small grid
· The size of small grid can be 0.25/0.5/1.0 m
· Option 2: UE dropping density for training dataset
· Note: Other options are not precluded

	Nokia/NSB
	We are not sure if the criteria for dataset generation is a topic relevant for RAN1. It is well known that for machine learning, having larger datasets with ‘good quality’ data would lead to better model performance. However, it is challenging to generate such good quality data in practice. Even if such large datasets of good quality data are available, there are challenges related to data collection and storage which might prove to be expensive. But from our perspective, all of these issues are network implementation specific aspects that could change from one deployment to other. 
The only relevant factor here could be the overhead in the air interface for exchanging data between the network and the UE – in case model training and inference is done at the UE. From our perspective, such issues could be discussed at a later point in time, if there are agreed solutions that require data transfer from the network to the UE.



Remarks
Moderator comment: Based on companies’ input in 3rd round discussion, it is difficult to achieve convergence among companies in this meeting. Thus it is recommended that this topic can be closed for this meeting. Companies are encouraged to report the detailed method for data set generation, so that RAN1 can decide on a way forward in next meeting.

Proposals for GTW
Proposal 5.2-1
Synthetic dataset generated according to the statistical channel models in TR38.901 is used for model training, validation, and testing.

Proposal 5.2-2
The dataset is generated by a system level simulator based on 3GPP simulation methodology.

Proposal 5.2-3
As a starting point, the training, validation and testing dataset are from the same large-scale and small-scale propagation parameters setting. Subsequent evaluation can study the performance when the training dataset and testing dataset are from different settings.


(Closed) Model Calibration 
Companies’ view from contribution

	· Apple (R1-2204242)
Proposal 3: During the use case study phase, it is not necessary to define a common neural network architecture.
Proposal 4: RAN1 to discuss the AI input and associated pre-processing (e.g. normalization) needed for the different positioning use cases and their possible specification impacts.


	· NVIDIA (R1-2204844)
Proposal 7: Baseline AI model(s) should be identified for the purpose of calibration in the study of AI/ML based algorithms for positioning accuracy enhancements.


	· Fujitsu (R1-2205080)

Since the evaluation for an AI/ML model applied in wireless regime is a brand-new attempt, for the purpose of performance comparison among companies without confusion, a calibration for the evaluation procedures is recommended. There are two crucial factors for the simulation of an AI/ML application: the input dataset and the AI/ML model which extracts the features of the inputs; therefore, both of the two parts need some guidelines for calibration. 
Proposal 5: A common set of simulation parameters per scenario should be used.
Proposal 6: Calibration to have comparable results among companies by using an AI/ML model is needed, and the reference model generation procedure need to be studied.




1st round discussion
In the above, companies gave diverse views on whether to agree on a common (i.e., baseline) AI/ML model for performance evaluation. All companies are invited to share views about this issue.

Question 6.2-1
For a given sub-use case, should RAN1 define a common AI/ML model as a baseline/reference? 

	
	Company

	Yes
	Fujitsu

	No
	Apple, Samsung, LG, Hw/HiSI, Nokia/NSB, Lenovo, Qualcomm, Ericsson



Please add your comments below, if any:
	Company
	Comments

	vivo
	We’d like to understand the intention of defining a reference AI/ML model. Is it to calibrate the evalution setup or AI/ML algorithm or what?

	Apple
	This could be a huge time sink in trying to decide what the baseline should be. 

	OPPO
	It would be difficult for the group to define a common AI/ML model as a reference. However, Companies are encouraged to share their model used in the evaluation to facilitate the cross-check.

	Samsung
	Considering the specific AI/ML related parameters, like hyper-parameter settings, a common AI/ML can also lead to different positioning performance. Therefore, there is no need to define a common AI/ML model as a baseline.

	CATT
	A reference AI/ML model is helpful at least for the purpose of calibration. But this does not mean RAN1 should specify a common AI/ML model.

	LG
	Aligning the parameters for scenarios and channels is preferrable compared to define a common AI/ML model.

	Fujitsu
	We always think one reference model is helpful, anyway, there may be more than 1 reference model to be defined for alignment, and the details of the models can be discussed.

	CAICT
	We think companies should provide important AI/ML model information for double check. However, whether common AI/ML model could be achieved or not needs further discussion. 

	Spreadtrum
	One reference AI/ML model may be useful at least for calibration. However, indeed there exists some risks of defining the reference AI/ML model. But anyway, people are encouraged to provide details of AI/ML model in their evaluation for cross-checking.

	CMCC
	We believe a common AI/ML model is needed for calibration. The common AI/ML model can be a simple or popular model to avoid the calibration is too complex.

	Nokia, NSB
	We would prefer comparing model performance based on KPIs agreed by RAN1 rather than trying to define baseline models.

	Lenovo
	Given the numerous amount AI/ML models that currently exist, this could potentially lead to large efforts to downselect an appropriate model baseline for positioning purposes.

	Qualcomm
	We do not see a specifc need for specifying reference ML model for baseline evaluation. Using common dataset should not be mandated. Relying on common simulation methodology based on TR 38.901 and TR 38.857 for data generation should be enough.



2nd round discussion
Based on companies’ input in 1st round discussion, majority view is not to define common AI/ML model as a baseline or reference.

Proposal 6.3-1
For AI/ML-based positioning evaluation, RAN1 does not attempt to define any common AI/ML model as a baseline.

Please indicate if you have strong concern and cannot accept the proposal above.
	
	Company

	STRONG concern
	




Proposals for GTW
Proposal 6.3-1
For AI/ML-based positioning evaluation, RAN1 does not attempt to define any common AI/ML model as a baseline.


Conclusion
TBD
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Appendix A. Simulation parameters in TR 38.857 (Rel-17)
Table 6-1: Common scenario parameters applicable for all scenarios
	
	FR1 Specific Values
	FR2 Specific Values 

	Carrier frequency, GHz 
	3.5GHz
	28GHz

	Bandwidth, MHz
	100MHz
	400MHz

	Subcarrier spacing, kHz
	30kHz for 100MHz 
	120kHz

	gNB model parameters 
	
	

	gNB noise figure, dB
	5dB
	7dB

	UE model parameters 
	
	

	UE noise figure, dB
	9dB – Note 1
	13dB – Note 1

	UE max. TX power, dBm
	23dBm – Note 1
	23dBm – Note 1
EIRP should not exceed 43 dBm.

	UE antenna configuration
	Panel model 1 – Note 1
Mg = 1, Ng = 1, P = 2, dH = 0.5λ,
(M, N, P, Mg, Ng) = (1, 2, 2, 1, 1)
	Baseline:
Multi-panel Configuration 1 and Panel Configuration a – Note 1
-	Multi-panel Configuration 1: (Mg, Ng) = (1, 2); Θmg,ng=90°; Ω0,1=Ω0,0+180°; (dg,H, dg,V)=(0,0)
-	Panel Configuration a:
-	Each antenna array has shape dH=dV=0.5λ
-	Config a: (M, N, P) = (2, 4, 2),
-	the polarization angles are 0° and 90°
-	The antenna elements of the same polarization of the same panel is virtualized into one TXRU

Optional:
4-panels UE:
- The antenna elements of the same polarization of the same panel is virtualized into one TXRU

	UE antenna radiation pattern 
	Omni, 0dBi
	Antenna model according to Table 6.1.1-2 in TR 38.855

	PHY/link level abstraction
	Explicit simulation of all links, individual parameters estimation is applied. Companies to provide description of applied algorithms for estimation of signal location parameters.

	Network synchronization
	The network synchronization error, per UE dropping, is defined as a truncated Gaussian distribution of (T1 ns) rms values between an eNB and a timing reference source which is assumed to have perfect timing, subject to a largest timing difference of T2 ns, where T2 = 2*T1
–	That is, the range of timing errors is [-T2, T2]
–	T1:	0ns (perfectly synchronized), 50ns (Optional)

	UE/gNB RX and TX timing error
	(Optional) The UE/gNB RX and TX timing error, in FR1/FR2, can be modeled as a truncated Gaussian distribution with zero mean and standard deviation of T1 ns, with truncation of the distribution to the [-T2, T2] range, and with T2=2*T1:
-	T1: X ns for gNB and Y ns for UE
-	X and Y are up to sources  
-	Note: RX and TX timing errors are generated per panel independently

Apply the timing errors as follows: 
-	For each UE drop, 
-	For each panel (in case of multiple panels)
-	Draw a random sample for the Tx error according to [-2*Y,2*Y] and another random sample for the Rx error according to the same [-2*Y,2*Y] distribution. 
-	For each gNB 
-	For each panel (in case of multiple panels)
-	Draw a random sample for the Tx error according to [-2*X,2*X] and another random sample for the Rx error according to the same [-2*X,2*X] distribution. 
-	Any additional Time varying aspects of the timing errors, if simulated, can be left up to each company to report.
-	For UE evaluation assumptions in FR2, it is assumed that the UE can receive or transmit at most from one panel at a time with a panel activation delay of 0ms.

	Note 1: 	According to TR 38.802
Note 2: 	According to TR 38.901




Table 6.1-1: Parameters common to InF scenarios
	 
	FR1 Specific Values 
	FR2 Specific Values

	Channel model
	InF-SH, InF-DH
	InF-SH, InF-DH

	Layout 
	Hall size
	InF-SH: 
(baseline) 300x150 m 
(optional) 120x60 m
InF-DH: 
(baseline) 120x60 m
(optional) 300x150 m

	
	BS locations
	18 BSs on a square lattice with spacing D, located D/2 from the walls.
-	for the small hall (L=120m x W=60m): D=20m
-	for the big hall (L=300m x W=150m): D=50m
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	Room height
	10m

	Total gNB TX power, dBm
	24dBm
	24dBm
EIRP should not exceed 58 dBm

	gNB antenna configuration
	(M, N, P, Mg, Ng) = (4, 4, 2, 1, 1), dH=dV=0.5λ – Note 1
	(M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), dH=dV=0.5λ – Note 1
One TXRU per polarization per panel is assumed

	gNB antenna radiation pattern
	Single sector – Note 1
	3-sector antenna configuration – Note 1

	Penetration loss
	0dB

	Number of floors
	1

	UE horizontal drop procedure
	Uniformly distributed over the horizontal evaluation area for obtaining the CDF values for positioning accuracy, The evaluation area should be 
- (baseline) at least the convex hull of the horizontal BS deployment.
- (optional) It can also be the whole hall area if the CDF values for positioning accuracy is obtained from whole hall area. 

	UE antenna height
	Baseline: 1.5m
(Optional): uniformly distributed within [0.5, X2]m, where X2 = 2m for scenario 1(InF-SH) and X2=[image: ][image: ] for scenario 2 (InF-DH)  

	UE mobility
	3km/h 

	Min gNB-UE distance (2D), m
	0m

	gNB antenna height
	Baseline: 8m
(Optional): two fixed heights, either {4, 8} m, or {max(4,[image: ][image: ]), 8}.

	Clutter parameters: {density [image: ][image: ], height [image: ][image: ],size [image: ][image: ]}
	Low clutter density: 
{20%, 2m, 10m}
High clutter density:
- Baseline): {40%, 2m, 2m} for fixed UE antenna height and gNB antenna height
- (Optional): {40%, 3m, 5m}
- (Optional): {60%, 6m, 2m}

	Note 1:	According to Table A.2.1-7 in TR 38.802




  Appendix B. Simulation parameters in TR 38.855 (Rel-16)
[bookmark: _Toc3363812]6.1	Scenarios and system parameters for positioning evaluations
For evaluating baseline performance, scenarios (with various options/configurations) are defined below for RAT-dependent positioning techniques for NR positioning study
-	Scenario 1. Indoor Office for FR1 and FR2 (Open office)
-	Scenario 2. UMi street canyon for FR1 and FR2 (ISD 200m)
-	Scenario 3. UMa (ISD 500m) for FR1 only (Macro cell only deployment scenario)

Table 6.1.1-4: Scenario 2: Urban micro (UMi) scenario parameters
	
	FR1 Specific Values
	FR2 Specific Values

	Layout 
	Hexagonal grid, 19 or 7 macro sites, 3 sectors per site, ISD = 200m, Note 1
Wrap-around is applied, Note 2

	Total gNB TX power, dBm 
	44dBm
	37dBm per panel
EIRP should not exceed 73dBm

	gNB antenna configuration
	(M, N, P, Mg, Ng) = (8, 8, 2, 1, 1), (dH, dV) = (0.5, 0.8)λ, - Note 1
	(M, N, P, Mg, Ng) = (4, 8, 2, 2, 2), (dH, dV) = (0.5, 0.5)λ, (dg,H,dg,V) = (4.0, 2.0)λ, - Note 1

	gNB antenna radiation pattern
	Directional, 8dBi – Note 1
Table 6.1.1-5
	Directional, 8dBi – Note 1
Table 6.1.1-5

	Channel model
	UMi Street Canyon – Note 3

	Penetration loss
	For outdoor UEs: 0dB

	Number of floors 
	All UEs are on the ground.

	UE drop procedure
	100% outdoor uniformly distributed over the horizontal area

	UE mobility (for modeling Doppler effects)
	Outdoor: 3km/h

	UE height, m 
	1.5m

	Min. gNB-UE distance (2D), m 
	10m

	gNB antenna height
	10 m by default. Companies can bring results with uniform distribution [5-20]m​

	Note 1:	According to 3GPP TR 38.802
Note 2:	In case if interference considerations are not properly taken into account for 7 sites companies are encouraged to provide results for 19 sites.
Note 3:	According to 3GPP TR 38.901




[bookmark: _Hlk528768288]Table 6.1.1-6: Scenario 3: Outdoor macro (UMa) scenario parameters
	
	FR1 Specific Values 

	Layout 
	Hexagonal grid, 3 sectors per site, 7 or 19 macro sites, ISD = 500m – Note 1
Wrap-around is applied. Note 2

	Total gNB TX power, dBm
	49dBm

	gNB antenna configuration
	(M, N, P, Mg, Ng) = (8, 8, 2, 1, 1), (dH, dV) = (0.5, 0.8)λ – Note 1
Applicable for 2GHz and 4 GHz carrier frequency.

	gNB antenna radiation pattern
	Directional, 8dBi – Note 1, Table 6.1.1-5

	Channel model
	UMa scenario – Note 3 

	Penetration loss

	For outdoor UEs: 0dB
For indoor UEs: 20dB+0.5d2D-in – Note 3

	Number of floors, (floor height)
	8, (3m)

	Antenna Height: 
	Uniformly distributed [20-50] m – Note 4 
25m + α, where α~uniform[-5, 25]

	UE Height 
	3(nfl – 1) + 1.5 m – Note 4
where, nfl ~ uniform(1,Nfl) and Nfl = 8 

	UE dropping procedure
	50% indoor and 50% outdoor uniformly distributed over the horizontal area (separate statistic)

	Min. gNB-UE distance (2D), m
	35m

	UE mobility (for modeling Doppler effects)
	For indoor UEs: 3km/h 
For outdoor UEs: 60km/h

	Note 1:	According to 3GPP TR 38.802
Note 2:	In case if interference considerations are not properly taken into account for 7 sites companies are encouraged to provide results for 19 sites.
Note 3:	According to 3GPP TR 38.901
Note 4:	According to 3GPP TR 37.857





 Appendix C. Channel Model in TR 38.901
[bookmark: _Toc20320105][bookmark: _Toc493104202][bookmark: _Toc95330852][bookmark: _Toc20340124]7.5	Fast fading model




Figure 7.5-1 Channel coefficient generation procedure
Large scale parameters:
Step 2: Assign propagation condition (LOS/NLOS) according to Table 7.4.2-1. The propagation conditions for different BS-UT links are uncorrelated. 
Also, assign an indoor/outdoor state for each UT. It is noted that all the links from a UT have the same indoor/outdoor state. 
Step 3: Calculate pathloss with formulas in Table 7.4.1-1 for each BS-UT link to be modelled.

Step 4: Generate large scale parameters, e.g. delay spread (DS), angular spreads (ASA, ASD, ZSA, ZSD), Ricean K factor (K) and shadow fading (SF) taking into account cross correlation according to Table 7.5-6 and using the procedure described in clause 3.3.1 of [14] with the square root matrixbeing generated using the Cholesky decomposition and the following order of the large scale parameter vector: sM = [sSF, sK, sDS, sASD, sASA, sZSD, sZSA]T. 
These LSPs for different BS-UT links are uncorrelated, but the LSPs for links from co-sited sectors to a UT are the same. In addition, these LSPs for the links of UTs on different floors are uncorrelated. 
Limit random RMS azimuth arrival and azimuth departure spread values to 104 degrees, i.e., ASA= min(ASA, 104), ASD = min(ASD, 104). Limit random RMS zenith arrival and zenith departure spread values to 52 degrees, i.e., ZSA = min(ZSA, 52), ZSD = min(ZSD, 52).

Small scale parameters:

Step 5: Generate cluster delays 
Delays are drawn randomly from the delay distribution defined in Table 7.5-6. With exponential delay distribution calculate

	,	(7.5-1)

Where r is the delay distribution proportionality factor, Xn ~ uniform(0,1), and cluster index n = 1,…,N. With uniform delay distribution the delay values  are drawn from the corresponding range. Normalise the delays by subtracting the minimum delay and sort the normalised delays to ascending order:

	.	(7.5-2)
In the case of LOS condition, additional scaling of delays is required to compensate for the effect of LOS peak addition to the delay spread. The heuristically determined Ricean K-factor dependent scaling constant is

	,	(7.5-3)
where K [dB] is the Ricean K-factor as generated in Step 4. The scaled delays

	,	(7.5-4)
are not to be used in cluster power generation.
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