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[bookmark: _Ref68628695]Introduction
5G eXtended Reality (XR) and Cloud Gaming (CG) are characterized by the quasi-periodic data generation, tight delay budget and high data rate. In 3GPP Rel-17, performance of the 5G XR service was assessed based on system level evaluation methodology. During the study item, traffic models, deployment scenarios and simulation assumptions were defined for the evaluation of system capacity, UE power consumption, coverage and mobility. In Rel-18, 3GPP will continue with the study of potential enhancement techniques on XR-awareness, UE power saving and capacity improvements for better support of XR services [1]. 
In this paper, we will study potential enhancements for XR-specific UE power saving with the focus on C-DRX enhancements and PDCCH monitoring enhancements. 
CDRX Enhancements
[bookmark: _Ref102151188]Enhanced CDRX 
In this clause, we provide CDRX enhancement which allows adjusting DRX on-duration start times to be aligned with XR DL traffic arrival times.
Issue: XR Periodicity Mismatch
R15/16/17 CDRX cycle values mismatch with XR DL frame arrival periodicity. This means that there is a tempo mismatch between the two. The typical XR DL frame rates are 60, 120 frames per seconds (fps), of which frame periodicities are 16.67ms, 8.33ms. The configurable R15/16/17 CDRX long cycle values are 10, 20, 32, 40ms, etc. and short cycle values are 2, 3, 5, 6, 7, 8, 10, 14, 16, 20, 30, 32, 35ms, etc. Since CDRX cycle values support only integer multiples of 1ms, no matter which cycle periodicity is chosen from currently available values from TS38.331, it cannot be exactly aligned with DL frame arrival timing. Figure 1 illustrates the case of XR periodicity mismatch between 60fps and DRX cycle of 16ms and 17ms. This mismatch would lead to XR capacity loss due to larger latency and/or larger UE power consumption to keep the same latency performance. 
[bookmark: O_21_1]Observation 1: There is a time mismatch issue between periodic XR DL traffic and R15/16/17 CDRX configuration. This would lead to XR capacity loss due to larger latency or larger UE power consumption to keep the same latency performance. 
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[bookmark: _Ref101804313]Figure 1 Mismatch between XR DL traffic (60fps) and R15/16/17 CDRX periodicity (16ms or 17ms) 
In RAN1’s evaluation study on XR [1], companies have reported power savings gains if the tempo mismatch can be avoided. Since DRX has been a proven technique for UE power saving and easier for operators to deploy, we believe simple enhancements which can solve the tempo mismatch issue can be an effective way to reduce power consumption for XR and CG applications. 

CDRX Enhancement for XR Periodicity
To resolve this mismatch issue, we propose a simple solution to add a set of new values which correspond to typical periods of XR traffic for both short and long DRX cycles [3].
 for 60Fps
 for 120Fps
The proposed changes are the following:
· [bookmark: _Hlk101820210]In TS38.331, since the legacy drx-Config is not extensible, we need to introduce a new IE under mac-CellGroupConfig. Within this new IE, it is more accurate to specify the new DRX cycles in fractions (e.g. 50/3 instead of 16.66) than in decimals which can only approximate actual traffic periods and introduce rounding errors. The set of values we have included in the TP correspond to the commonly used frame rates of 15, 24, 30, 45, 48, 60, 80, 90 and 120 Hz.
· In TS38.321, we can keep the legacy formula for determining the start time of a DRX cycle as is, with the understanding that when DRX cycle is a rational number, the modulo operation in the formula is the modulo operation on rational numbers. In addition, since the result of the modulo operation can be non-integers, we need to add “floor” operation to both sides of the formula.

Figure 2 illustrates the case of DRX cycles when the DRX cycle is set to 50/3ms. In this example, the XR frame rate is 60Hz. This proposed CDRX enhancement provides the non-uniform DRX cycles of {17ms, 17ms, 16ms}, which can match DRX on-duration start points with the XR traffic arrivals, addressing the tempo mismatch issue in 50ms level.
[bookmark: O_21_2]Observation 2: By adopting the rational number in DRX cycle and adding the floor operations in DRX formulas, DRX cycles could be adjusted to address the mismatch between DL traffic arrival times and DRX on-duration start times.
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[bookmark: _Ref68499845]Figure 2 Enhanced CDRX start offset addressing mismatch problem

In Figure 3, we also illustrate the performance improvement enabled by the proposed enhancement compared to the legacy. In this example, the XR frame rate is 60Hz. The legacy configuration has a DRX cycle of 16ms. For the enhancement, DRX cycle is set to 50/3ms. Each data point in the plot corresponds to one DRX cycle and shows the difference between the start of DRX cycle and XR frame. For example, a data point with y-axis value = -4ms means that in a particular DRX cycle, the XR frame arrives 4ms later than the start of that DRX cycle.
As we can observe from the plot,
· In the legacy configuration, UE would suffer from a large swing in timing mismatches (aka drift). This creates large jitter/latency for UE when frames arrive ahead of DRX cycle and consume extra power when DRX cycles start earlier than necessary.
· With the enhancement, although there are still some mismatches varying over DRX cycles, their magnitudes are limited to a very small range. And more importantly, this range does not to change over time. This property is very desirable, from both latency and power saving perspectives.
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[bookmark: _Ref101872647]Figure 3. Timing between start times of DRX cycles and XR frames - legacy vs enhancement
Table 1 and Table 2 show system level simulation results for FR1 and FR2 VR traffic with 30Mbps video data rate based on Rel-17 simulation assumptions [1]. With the CDRX periodicity matched with XR video periodicity, similar or better power saving gain can be achieved with marginal capacity loss.
[bookmark: _Ref102050053]Table 1: Enhanced CDRX, FR1, DL+UL joint evaluation, DU, VR30
	Power saving scheme
	CDRX cycle (ms)
	ODT (ms)
	IAT (ms)
	Load H/L
	#UE /cell
	floor (Capacity)
	% of DL + UL satisfied UE
	Mean PSG of all UEs (%)

	Always On
	
	
	
	H
	11
	11
	97.14%
	0%

	Rel15/16 CDRX
	16
	12
	12
	H
	11
	11
	69.87%
	1.78%

	eCDRX
	16/17/17
	10
	10
	H
	11
	11
	82.86%
	9.43%

	eCDRX
	16/17/17
	12
	12
	H
	11
	11
	94.20%
	4.51%

	Genie
	
	
	
	H
	11
	11
	97.14%
	24.62%



[bookmark: _Ref88926467][bookmark: _Ref102050064]Table 2: Enhanced CDRX, FR2, DL-only evaluation, InH, VR30
	Power saving scheme
	CDRX cycle (ms)
	ODT (ms)
	IAT (ms)
	Load H/L
	#UE /cell
	floor (Capacity)
	% of DL satisfied UE
	Mean PSG of all UEs (%)

	Always On
	
	
	
	H
	7
	7
	90%
	0.00%

	Rel15/16 CDRX
	16
	4
	4
	H
	7
	7
	0%
	28.44%

	Rel15/16 CDRX
	16
	8
	8
	H
	7
	7
	50%
	9.64%

	Rel15/16 CDRX
	16
	8
	16
	H
	7
	7
	65%
	4.10%

	eCDRX 
	16/16/15
	4
	4
	H
	7
	7
	27%
	25.10%

	eCDRX 
	16/16/15
	8
	8
	H
	7
	7
	84%
	8.28%

	eCDRX 
	16/16/15
	8
	16
	H
	7
	7
	88%
	2.43%

	Genie
	
	
	
	H
	7
	7
	90%
	73.5%


Based on the above observations and discussion, we’d like to propose that
[bookmark: P_21_1]Proposal 1: Introduce non-integer rational numbers in short/long DRX cycles and add floor operations in DRX formulas for CDRX enhancement in Rel.18 with minimal spec impact.

Issue: SFN Wraparound Mismatch 
In R15/16/17 DRX operation, DRX on-duration start time refers to the system parameters of SFN and subframe number. Since SFN and subframe number have the range of 0~1023 frames and 0~9 subframes respectively, DRX reference time of [(SFN × 10) + subframe number] is repeated every 10,240ms, which is equal to the hyper frame period. However, this hyper frame period cannot be aligned with XR periodicity. For 60 and 120Fps, 0.6 and 0.2 frame period of XR traffic are remained at the end of hyper frame (i.e. SFN returns to 0) respectively, and this partial frame causes the mismatch issue between DRX on-duration and XR DL frame arrival in the next hyper frame.
 for 60Fps
 for 120Fps
Figure 4 illustrates the case of SFN wraparound mismatch of 60fps XR DL traffic when DRX start offset is set to 0. At the end of hyper frame, DRX on-duration starts because SFN returns to 0 and subframe number is 0, but the actual XR DL traffic arrives 10ms (i.e. 0.6 frame) later. This mismatch would also lead to XR capacity loss due to larger latency and/or larger UE power consumption to keep the same latency performance.
[bookmark: O_21_3]Observation 3: In R15/16/17 DRX operation, the mismatch happens between DRX on-duration times and XR DL traffic arrivals when SFN returns to 0 every hyper frame 10,240ms. This would lead to XR capacity loss due to larger latency and/or larger UE power consumption to keep the same latency performance.
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[bookmark: _Ref101804327]Figure 4 SFN wraparound mismatch between XR DL traffic (60fps) and enhanced CDRX start offset

CDRX Enhancement for SFN Wraparound
To resolve this mismatch issue, we propose a simple solution to replace SFN of DRX formulas with a new parameter of SFN_M which can be aligned with all possible XR periodicities. The proposed changes are the following:
· In TS38.321, we introduce a new timing reference value of SFN_M, which is updated by SFN_M = (SFN_M + 1) mod M when SFN is changed. M is typically configured as 1,000 for XR and CG applications. If SFN_M is set up, the DRX formula uses the new value of SFN_M instead of SFN. 

Since SFN_M and subframe number have the range of 0~999 frames and 0~9 subframes respectively, the new DRX reference time of [(SFN_M × 10) + subframe number] is repeated every 10,000ms. Now, this reference time period can be well aligned with XR periodicity, and no partial frame is remained at the end of SFN_M.
 for 60Fps
 for 120Fps
For the initial value of SFN_M, there could be a timing ambiguity issue due to the HARQ retransmission of RRC message including DRX configuration. To resolve this ambiguity, we also introduce a new 1-bit IE of drx-timeReferenceSFN (0 or 512) to indicate the time reference SFN to SFN_M.
[bookmark: P_21_2]Proposal 2: Introduce a timing reference value of SFN_M which can be updated as SFN_M = (SFN_M + 1) mod M when SFN is changed. The modulo number M can be configured as 1000 for XR and CG applications. This is required for CDRX alignment with XR periodicities.

Based on two proposals, the proposed CDRX enhancements can be finalized as below:
· if the Short DRX cycle is used for a DRX group, and floor{[(SFN_M × 10) + subframe number] modulo (drx-ShortCycle)} = floor{(drx-StartOffset) modulo (drx-ShortCycle)}, start drx-onDurationTimer for this DRX group after drx-SlotOffset from the beginning of the subframe.
· if the Long DRX cycle is used for a DRX group, and floor{[(SFN_M × 10) + subframe number] modulo (drx-LongCycle)} = drx-StartOffset, …, start drx-onDurationTimer for this DRX group after drx-SlotOffset from the beginning of the subframe.
· SFN_M is set to (SFN - drx-timeReferenceSFN) mod M when DRX is configured by RRC. if SFN is changed, SFN_M = (SFN_M + 1) mod M. M is configured as 1,000 for XR and CG applications.
· Introduce the new DRX cycles in rational numbers corresponding to typical XR traffic periodicities (e.g. 15, 24, 30, 45, 48, 60, 80, 90 and 120 Hz)

Figure 5 illustrates the case of 60fps XR DL traffic when configured with the proposed CDRX enhancements. By adopting the rational number (50/3ms) for DRX cycle, the set of DRX cycles can be aligned with XR periodicity in 50ms level. Also, even when the timing reference value of SFN_M returns to 0, the mismatch issue does not happen because the period of SFN_M can be aligned with XR periodicity.
[bookmark: O_21_4]Observation 4: By using SFN_M instead of SFN in DRX formulas, the SFN wraparound issue can be resolved with the least spec impact.
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[bookmark: _Ref101863092]Figure 5 SFM modulo addressing SFM wraparound mismatch problem
As a result, the proposed solutions can address the mismatch issues between DRX cycle and XR periodicity with the least spec impact. Based on the above observations and discussion, we finally propose that
[bookmark: P_21_3]Proposal 3: For CDRX cycle alignment with XR periodicity, adopt the TPs in the Appendix.

Alternative CDRX Enhancement with XR Cadence
We also propose the alternative option to eliminate the drifts in tempo mismatch. In this option, the solution uses cadence instead of periodicity of XR traffic to calculate the start time of DRX on durations. More specifically, it introduces a new parameter (i.e. drx-ShortCadence and drx-ShortCadence), which takes the same integer values as typical cadences of XR traffic (e.g. 30, 60, 90 or 120 Hz). When this new parameter is configured, UE uses it instead of legacy DRX cycle (i.e. drx-ShortCycle and drx-LongCycle) to determine the subframe in which the next DRX on duration should start, as follows (with short DRX cycle as an example):
1. If the Short DRX cycle is used for a DRX group and n = [(SFN_M × 10) + subframe number] and ceiling(n × drx-ShortCadence /1000) +1 = ceiling [(n+1) × drx-ShortCadence/1000]:
1. start drx-onDurationTimer for this DRX group after drx-SlotOffset from the beginning of the subframe n + drx-StartOffset.
This option has the merit that it can support XR traffic with any number of frames per second at a cost of slightly more spec changes and the resulting start times of DRX cycles can closely track those of XR frames without drifting.

Dynamic C-DRX Parameter Adaptation
For XR, traffic bursts are periodic with some time jitter in the arrival. These traffic bursts may have different packet sizes (lengths) and different number of packets within each burst. In addition, there may be a tempo mismatch between the XR traffic and the C-DRX cycles.
With this kind of traffic characteristics for XR, having preconfigured and fixed C-DRX parameters may have some impacts, e.g.:
· PDB violation:
· Case 1: jitter and/or tempo mismatch where the packets may arrive outside the C-DRX ON
· Case 2: C-DRX ON duration is not long enough to accommodate the burst
· Case 3: C-DRX inactivity timer is not long enough
· In these cases, the gNB could buffer those packets and transmit them on the next C-DRX ON duration. Even though we may get some power savings, the impact of this will be additional delay and possibly not fitting in the PDB and the user may experience capacity loss
· Power consumption:
· Case 1: in case the C-DRX ON duration is longer than what is needed to send the burst, the UE would be awake longer un-necessarily wasting power
· Case 2: in case inactivity timer is longer than any possibility of data arrival, or gNB knows the burst is complete and no other data is arriving, the UE waking up for the inactivity timer will un-necessarily waste power
[bookmark: O_22_1]Observation 5: Using fixed C-DRX parameters may have negative impact on delays (PDB) and power consumption for XR traffic
If the gNB can receive information from the XR application about the bursts (e.g., the number of packets and their lengths in a burst) and their distribution, it can use this information to adapt the C-DRX parameters to these bursts and hence avoid delays and un-necessary UE power wastage. Examples of these parameters may include: WUS to C-DRX ON offset, C-DRX ON duration, inactivity timer, indication to go to sleep after last packet, PDCCH monitoring periodicity, PDCCH skipping, WUS skipping, and scheduling additional WUS.
Several ways can be used to signal the C-DRX adaptation (as shown in Figure 6). This includes:
· Using WUS: 
· WUS signal can be modified to indicate parameters changes to the upcoming C-DRX
· Using WUS and PDCCH/PDSCH
· Can be utilized to reduce the WUS payload
· C-DRX parameters split to part 1 (carried by WUS) and part 2 (carried by PDCCH/PDSCH)
· Using previous PDCCH/PDSCH
· C-DRX parameters piggybacked on PDCCH and/or PDSCH in previous C-DRX cycle
· Using previous and current PDCCH/PDSCH
· C-DRX parameters part 1 (piggybacked in previous C-DRX cycle) and part 2 (piggybacked in current C-DRX cycle) 
[bookmark: P_22_1]Proposal 4: For XR, consider studying methods to dynamically adapt the C-DRX parameters to the traffic bursts


[bookmark: _Ref101783416]Figure 6: C-DRX parameter adaptation

Early CDRX
In this clause, we introduce Early CDRX which is a powerful power saving feature. Early CDRX was originally conceived for the best effort applications and is known to provide significant power savings for many different CDRX schemes in use with or without short cycles. For XR use cases, it leverages the benefits of eCDRX and provides extra power saving with extra DRX.
It is well known that jitter in cellular networks creates uncertainty regarding the time position of periodic data bursts. For example: In XR application with 60 FPS, the interval between frames on an average is 16.67 ms, but because of jitter ([-4, +4] ms from Rel 17 definition) the interval between frames can vary. For periodic applications (e.g., XR), the CDRX cycle length can be made equal to the applications traffic periodicity (eCDRX is the solution to this) to provide optimal power saving while ensuring minimal packet latency.
When jitter is present, the active part of the CDRX cycle needs to be set long enough to wait for the tail distribution of the jitter to avoid premature transition to the inactive part of the cycle before receiving the burst of data. This extended duration of the active part of the CDRX cycle increases UE power consumption. Hence, even though eCDRX perfectly solves the issue of traffic periodicity, it still is not optimal from power consumption perspective due to the need of extended duration of the active part of the CDRX cycle to ensure PDB. The solution to this problem is early CDRX which completely avoids the need of extended duration of the active part of the CDRX cycle introduced due to eCDRX and hence is capable providing further power saving. We also want to emphasize here that the power saving provided by early CDRX for XR type of traffics comes without any impact on PDB.
[bookmark: O_23_1]Observation 6: In presence of jitter, the active part of the CDRX cycle needs to be set as long as the jitter tail distribution to avoid premature transition to the inactive part of the cycle before receiving the burst of data. This extended duration of the active part of the CDRX cycle increases UE power consumption.
Description of the Design
For XR-like apps, the condition for triggering the early transition to DRX state is based on the following 3 conditions where 4 new RRC parameters will be used
· Condition 1: If the current slot is less than or equal to early_cdrx_advance ahead of the location of an upcoming drx-OnDuration,
· Condition 2: There has been inactivity for at least early_cdrx_inactivity slots, and
· Condition 3: If the early_cdrx_advance falls inside the ON duration,
· In the current CDRX cycle, the number of DL grants be at least early_cdrx_DL_grants [0, …]
· In the current CDRX cycle, the number of UL grants be at least early_cdrx_UL_grants [0, …]
When all three conditions are satisfied, the UE immediately transitions to the DRX state. [Condition 3 can be evaluated considering only XR QoS flow]
We want to emphasize here that for the best effort apps, the Early CDRX comprises of only Condition 1 and Condition 2 and is known to provide extensive power savings for all CDRX options in use (Simulation results summary is provided in the Appendix section).
[bookmark: P_23_1]Proposal 5: UE can transition to the CDRX inactive state after reception of the DL frame. The transition can happen within the configured active part of the CDRX cycle if the Early CDRX conditions are satisfied.
The pictorial idea of Early CDRX and how it provides benefits over eCDRX is illustrated below. As depicted, unlike eCDRX where UE keeps on monitoring PDCCH for the entire ON duration, early CDRX puts UE into DRX mode as soon as the DL packets are served and the early CDRX conditions are met. This, hence, gives additional DRX, i.e., more power saving by avoiding unnecessary PDCCH monitoring. The power savings provided by early CDRX for various scenarios are also provided and discussed in the simulation results section.
[image: Timeline, bar chart

Description automatically generated]Figure 7: Comparison between eCDRX and Early CDRX
Note 1: For XR, early_cdrx_advance can be made long enough to start as early as at the beginning of the ON duration.
Note 2: For XR, early_cdrx_inactivity can be the same as inactivity timer. For non-XR, early_cdrx_inactivity is mostly much smaller than inactivity timer. 
[bookmark: O_23_2]Observation 7: Early CDRX reduces the active part of the CDRX cycle without impacting packet latency resulting in UE power saving.
Simulation Results for Early CDRX
In this section, we provide the simulation results showing the power savings that Early CDRX can provide when implemented on top of eCDRX.

The assumptions used for the simulations are as follows:
· Traffic model: Single stream DL traffic model
· CDRX setup: X-Y-Z / A-B in ms, where X = Inactivity timer, Y = On duration, Z= Long cycle duration, A = Early CDRX Inactivity, B = Early CDRX Advance
· For 60 FPS, CDRX used is: 
· 2-5-17 / 2-15 for jitter [-5, +5] ms 
· 2-4-17 / 2-15 for jitter [-4, +4] ms
· Leap cycle is 16 ms with periodicity of 3 with the pattern {17, 17, 16} ms
· For 120 FPS, CDRX used is: 
· 2-5-8 / 2-6 for jitter [-5, +5] ms
· 2-4-8 / 2-6 for jitter [-4, +4] ms
· Leap cycle is 9 ms with periodicity of 3 with the pattern {9, 8, 8} ms
· Jitter = [-5, +5] ms or [-4, +4] ms (mean = 0, STD = 2 ms)
· Channel BW = 100 MHz, 1CC
· TDD = DDDSU
· SCS = 30 KHz
· RF condition: Near Cell (1047/105) [DL/UL Mbps]
· Network loading = 20%
Table 3: Simulation results for Early CDRX power saving
	FPS
	Jitter
	Power saving 
due to Early CDRX

	60
	[-5, +5] ms
	7.8%

	120
	[-5, +5] ms
	13.3%

	60
	[-4, +4] ms
	4.9%

	120
	[-4, +4] ms
	10.4%



The power saving provided by the early CDRX is depicted in the table above. We see that for 60 and 120 FPS, power savings are 7.8% and 13.3% respectively when [-5, +5] ms jitter is considered. Similarly, for [-4, +4] ms jitter, the respective savings are 4.9% and 10.4% respectively.
[bookmark: O_23_3]Observation 8: The power savings achieved by Early CDRX on top of eCDRX are 4.9% and 10.4% for 60 and 120 FPS respectively for [-4, +4]ms jitter. Similarly, for [-5, +5] ms jitter, these savings are 7.8% and 13.3% respectively. 
Additional Simulation Results for Early CDRX 
The following table provides additional simulation results showing the power saving that Early CDRX provides when used on top of eCDRX for 48 and 30 FPS systems.
The assumptions used are as follows:
· Traffic model: Single stream DL traffic model
· For 48 FPS, CDRX used is: 2.5-7.5-21 / 2-18 and Leap cycle is 20 ms with periodicity of 6
· For 30 FPS, CDRX used is: 2.5-7.5-33 / 2-31 and Leap cycle is 34 ms with periodicity of 3
· Jitter = [-10, +10] ms (mean = 0, STD = 2.5)
· Channel BW = 100 MHz, 1CC
· TDD = DDDSU
· SCS = 30 KHz
· RF condition: Near Cell (1047/105) [DL/UL Mbps]
· Network loading = 20%
Table 4: Additional simulation results for Early CDRX power saving
	FPS
	Jitter
	Power saving 
due to Early CDRX

	48
	[-10, +10] ms
	13.1%

	30
	[-10, +10] ms
	19.5%



As presented in the table above, we see that the power savings provided by the early CDRX for 48 and 30 FPS are 13.1% and 19.5% respectively when [-10, +10] ms jitter is considered.
Simulation Results: Early CDRX vs Rel. 17 PDCCH Skipping with 3 Skip Durations
In this section, we compare the Early CDRX with Rel. 17 PDCCH skipping with 3 skip durations scheme and provide the results. The results focus on the average number of additional PDCCH slots per frame required by the PDCCH skipping (with 3 skip durations) compared against Early CDRX for 60 FPS with different jitter values and are provided in the table below.
The assumptions used for the simulations are as follows:
· Traffic model: Single stream DL traffic model
· Inactivity timer = 2 ms
· TDD = DDDSU, SCS = 30 KHz, FPS = 60
· Jitter model: Mean = 0, STD = 2 ms
· PDCCH skipping durations = {15, 14, 11} ms for [-4, +4] ms jitter, {15, 14, 10} ms for [-5, +5] ms jitter, and {15, 11, 6}ms for [-10, +10] ms jitter




Table 5: Results showing the cost of PDCCH Skipping compared against Early CDRX
	Jitter
	Additional PDCCH slot per Frame
required by PDCCH Skipping

	[-5, +5] ms
	1.35 (22.2 % more per frame)

	[-4, +4] ms
	0.78 (12.9 % more per frame)

	[-10, +10] ms
	2 (29.1 % more per frame)



As shown in the above table, PDCCH skipping with 3 skip durations requires on an average 1.35 additional slots per frame (i.e., 22.2% more PDCCH monitoring per frame) when [-5, +5] ms jitter is considered and 0.78 slots per frame (i.e., 12.9% more PDCCH monitoring per frame) if [-4, +4] ms jitter is used.
It is very important to note that the jitter may be larger than [-4, +4] ms or [-5, +5] ms assumed here. Hence, the gains with Early CDRX will be higher for higher jitters as can be seen in the table where [-10, +10] jitter required 2 additional slots per frame (i.e., 29.1% more PDCCH monitoring per frame) on an average.
We also want to emphasize that the best performance that PDCCH skipping can provide even if the maximum required skip durations are allowed is theoretically the same as eCDRX + Early CDRX solution.
[bookmark: O_23_4]Observation 9: Compared to Early CDRX, Release 17 PDCCH skipping with 3 skip durations scheme requires 12.9% and 22.2% additional PDCCH slots per frame for [-4, +4] ms and [-5, +5] ms jitter respectively resulting in higher power consumption.

Enhanced Measurement Gap (MG)
Issue: XR Traffic Interruption by MG
MG is essential for UE to efficiently operate in multi-frequency networks. MG allows UE to temporarily suspend the communication with serving cell and perform the measurements for inter-frequency HO, inter-RAT HO, FR2 Rx beam search for intra-frequency HO and/or CLI.
In R15/16/17 specs, when gNB configures MG to UE in RRC, all of MGs are always activated with a higher priority than PDSCH and PUSCH except Msg2/3/4/A/B. It means that when the MG occasion is overlapped with XR traffic, MG interrupts the XR traffic transmission for its MG length. gNB also requires the extra preparation time ahead of MG to prevent HARQ feedback timing to be placed in the MG.
 illustrates the case of 30fps XR DL traffic interrupted by the MG of 40ms repetition period. MG repetition period can be configured by 20ms, 40ms, 80ms or 160ms, which cannot be aligned with non-integer XR periodicity. Thus, while XR frames continues, we cannot avoid that MG is placed in the middle of XR traffic transmission. As a result, the MG frequently interrupts the XR traffic transmission, and the data packets of the related XR frames can hardly meet the PDB requirement 10ms.
[bookmark: O_24_1]Observation 10: In R15/16/17 MG operation, all configured MGs are always activated with a higher priority than PDSCH and PUSCH except Msg2/3/4/A/B, which may cause a frequent XR traffic interruption and highly degrades the user experience.
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[bookmark: _Ref101850716]Figure 8 XR DL traffic interrupted by measurement gaps
Moreover, when MG is configured with CDRX, UE may enter the inactivity state during the MG, because DRX timers may be expired during the MG period.  and  illustrate the cases when DRX inactivity timer and DRX on-duration timer are expired, respectively. Since the UE already enters the inactivity state, the remained XR traffic packets should be delivered in the next DRX on-duration time, thus significantly increasing the packet delay. Also, the packet delays of the next XR frames could be affected due to the delayed transmission of the previous XR frame. To avoid this problem, the DRX on-duration and inactivity timer should be set more than the MG length, but they would cause a bad impact on the overall UE power consumption.
[bookmark: O_24_2]Observation 11: When CDRX is configured with MG, UE may enter the inactivity state during MG, and the remained packets should be buffered and delivered when the next DRX on-duration cycle starts.
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[bookmark: _Ref101904252]Figure 9 DRX inactivity state during measurement gaps due to DRX inactivity timer expiration
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[bookmark: _Ref101904254]Figure 10 DRX inactivity state during measurement gaps due to DRX on-duration timer expiration
As stated above, the MG can cause a frequent and significant increasing of packet delay in XR and CG applications, so it should be handled carefully along with CDRX operation. We believe that this MG problem can be resolved by handling the priority of data packets or dynamically activating/deactivating the MG occasions from gNB. Therefore, MG enhancement needs to be discussed in R18.
[bookmark: P_24_1]Proposal 6: For XR traffic, MG should be enhanced by handling the priority of data packets or dynamically activating/deactivating the MG occasions from gNB.

PDCCH Monitoring Enhancements

Multi-PDSCH/PUSCH scheduling
In Rel-16 NR-U, one DCI scheduling multiple independent PUSCHs was specified with a restriction that the PUSCHs are within consecutive slots. In Rel-17 NR 52.6 GHz to 71 GHz communication, one DCI scheduling multiple independent PDSCHs were introduced. During Rel-17, the restriction of consecutive slot was removed for multi-PUSCH scheduling with a single DCI. The multi-PDSCH/PUSCH scheduling feature enables a flexible time domain resource allocation with separate mapping type, scheduling offset and SLIV for each of the scheduled PDSCH or PUSCH. The number of scheduled PDSCHs or PUSCHs is determined by the number of SLIVs in the indicated entry of the RRC configured TDRA table.
The multi-PDSCH/PUSCH scheduling DCI is especially suitable for XR video data scheduling as it can address several design goals simultaneously including jitter handling as well as large and variable data size. In the meanwhile, it saves UE power saving for PDCCH monitoring by using a single DCI to schedule data of the same video frame in multiple slots. As a data scheduling DCI, it also supports the Rel-17 PDCCH adaptation feature including the PDCCH skipping and search space set group (SSSG) switching.
[bookmark: O_31_1]Observation 12: Multi-PDSCH/PUSCH scheduling DCI is suitable for XR video data transmission for jitter handling, scheduling of large and variable size of video frame data and UE power saving by PDCCH monitoring reduction.


Figure 11: multi-PDSCH scheduling DCI with jitter handling and PDCCH skipping
In Rel-17, the single DCI scheduling multi-PDSCH feature is defined for SCS = 120, 480 and 960 kHz for 52.6 GHz to 71 GHz communication. There was no such a restriction for PUSCH when the single DCI scheduling multi-PUSCH function was first introduced to NR-U. To adopt this feature for XR video data scheduling, the single DCI scheduling multiple PDSCHs can be extended to SCS = 15, 30 and 60 kHz as XR communication may be of interest for any SCS configuration in the network.
[bookmark: P_31_1]Proposal 7: To support more efficient scheduling of XR video data, the single DCI scheduling multiple independent PDSCHs feature can be extended to SCS = 15, 30 and 60 kHz.
The Rel-17 multi-PDSCH scheduling DCI can schedule up to 8 PDSCHs. In the meanwhile, there are scenarios where the number of PDSCHs carrying the same video frame can be larger than 8. For example, when the UE is around cell edge, the relatively low MCS may result in a large number of PDSCHs transmitted in more than 8 slots [3]. For another example, when XR application is supported by a RedCap UE, the limited maximum supported bandwidth (e.g., << 100MHz) may require additional PDSCHs beyond 8 for the transfer of a video frame. For these reasons, it is necessary to increase the maximum number of schedulable PDSCHs to be larger than 8 for the multi-PDSCH scheduling DCI. There may not be such a need for the multi-PUSCH scheduling DCI due to much smaller data size of a UL video frame.
[bookmark: O_31_2]Observation 13: If data of a XR video frame is scheduled by the same DCI, the number of schedulable PDSCHs may need to be increased beyond 8.
Increasing the maximum number of schedulable PDSCHs does not necessarily increase the DCI field size for the Time Domain Resource Assignment (TDRA) field because the actual resource allocation information is provided by the TDRA table. Increasing the maximum number of schedulable PDSCHs will increase field size of the New Data Indicator (NDI) field and Redundancy Version (RV) field because NDI and RV are separately indicated to each scheduled PDSCH. For example, when multiple PDSCHs are scheduled by a DCI, the RV field has 1 bit for each TB of each PDSCH. For XR video data transmission especially when the number of PDSCH slots is large (e.g., > 8), the chance of having multiple retransmissions for the same TB is low given the tight PDB requirement. For the multi-PDSCH scheduling DCI, HARQ process number is explicitly indicated by the scheduling DCI for the first scheduled PDSCH and is incremented by 1 for the subsequent PDSCHs. Then when gNB transmits the XR video data in a burst, it is less likely to align the retransmissions and first transmissions of different TBs. This implies that the multi-PDSCH scheduling DCI may be most of the time useful for the first transmission of TBs for the XR video data. For these reasons, when more than 8 PDSCHs are scheduled by the same DCI, the RV field can be removed to avoid the increase of DCI size without impacting the scheduling flexibility although the DCI does not preclude the scheduling of retransmissions.
[bookmark: P_31_2]Proposal 8: When more than 8 PDSCHs are scheduled by the same DCI, the RV field can be removed from the scheduling DCI to avoid the increase of DCI size.
PDCCH Monitoring Reduction by Retransmission-Less CG
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Description automatically generated]When considering only XR DL video traffic, aligning the CDRX active time to the DL burst transmissions can provide significant power saving. However, dynamic grants for frequent UL pose updates (4 ms period, 10 ms PDB) impact these power savings. An alternative would be to use configured grant (CG to transmit pose updates, so that they can be transmitted during CDRX off duration.[bookmark: _Ref102122828]Figure 12: A CG transmission triggers UL drx-retransmissionTimerUL and PDCCH monitoring starts for potential retransmission. A CG configuration without retransmission could reduce unnecessary PDCCH monitoring reduction.


However, as shown in , CG transmission triggers the retransmission timer causing the UE to monitor PDCCH for potential retransmission and thereby increasing power consumption unnecessary.
Due to the small packet size and overall throughput of pose update, it is possible to transmit them with good reliability without relying on HARQ by using conservative MCS. Not using retransmission also provide some benefits in terms of latency. But in that case, even if retransmission is not needed, the retransmission timer is triggered and the UE switches to active state.
The proposed enhancement is to disable the retransmission timer for set of CG configurations carrying small packets with low latency requirement such as pose/control information. It allows the UE to keep transmitting pose updates reliably by the mean of conservative MCS while staying in inactive state between DL video bursts effectively decreasing the number of slots when the UE has to monitor PDCCH. Retransmission-less CG, by reducing PDCCH monitoring allows significant power saving gains.
Proposal 9: NR supports disabling retransmission timer for the indicated Configured Grants(CG).
Figure 13 shows the power saving gain from disabling retransmission timer for transmission of pose update over CG. It depicts the CDF of the PSG for Dense Urban Layout. ECDRX is enabled (see section 2.1) with On Duration 4ms, Inactivity timer 4ms and retransmission timer set to 4ms when enabled. Data traffic is 30Mbps, 60Hz video on DL and pose update with 100Bytes packet at 250Hz on UL. Results are provided for 1 UE per cell.
[image: ]
[bookmark: _Ref102125719]Figure 13 CDF of power saving gain from disabling of retransmission timer for retransmission-less CG - Dense Urban, VR30, 1 UE per cell

[bookmark: _Ref102151332]Observation 14: Disabling the retransmission timer allows the reduction of PDCCH monitoring and provides an average power saving gain of 21.0%.
Figure 14 depicts the Power Saving Gain brought by retransmission less CG with eCDRX over Always On DG. Power Saving Gain is represented for reTx timer on (magenta curve) and reTx timer off (blue curve). 
With retransmission timer on, the power saving is low (1.8% on average). This can be explained by the UE being in active time when reTx timer runs (with these simulations parameters, the reTx timer runs for 4ms every 5ms). When retransmission timer is disabled, the power saving gain is better (20.0% on average) because the UE can stay in inactive state for most of the time between DL video bursts.
[image: ]
[bookmark: _Ref102751929]Figure 14 CDF of the power saving gain over DG, Always On for reTx-less CG with eCDRX - Dense Urban, VR30, 10 UEs per cell

Additional DCIs within Sparse PDCCHs Configuration
PDCCH monitoring increases the power consumption for the UE and reducing it has always been one of the main goals from power savings point of view. However, there may be a fine balance between power and latency where if the periodicity of PDCCH monitoring is reduced (i.e., sparser), latency is increased, and vice-versa. In 5G NR, several methods can be used to control this including PDCCH skipping and search space set group switching where a unified design was introduced in Rel-17. This can effectively help adapt to the traffic and reduce UE power, however, for XR traffic patterns framework, there may be some other design options that can be better suited in case sparse search space sets need to be configured (e.g., multi-PDSCH/PUSCH scheduling). 
In such cases (i.e., sparse search space set configurations), there may still be the need sometimes to accommodate some low latency traffic that may arise un-expectedly within this sparse SS sets. Hence, along with the sparse SS set occasions, there may be a need to have additional DCIs, where additional temporary DL control occasions are allocated within.
In addition, for FR2 beam management purposes, TCI updates may be sent over DCI or MAC-CE (requiring a DCI grant). Also, aperiodic beam training RSs (CSI-RS and SRS) may also be triggered using DCI. Relying only on sparsely configured PDCCH may have a negative impact on the beam management procedures. Hence, these additional DCI occasions may be also needed for beam management needs.
Given the above discussion, we may need to consider ways to have additional DCI occasions within sparsely configured semi-static SS occasions.
Option A: dynamically allocated SS sets/CORESETs (Figure 14). In this option, additional SS sets/CORESETs can be dynamically allocated by previous DCIs allowing for additional monitoring occasions within the sparsely configured SS set.
[image: ]
[bookmark: _Ref101781506]Figure 1514: dynamic allocation of additional SS sets/CORESETs
Option B: DCI Multiplexing with PDSCH/SPS (Figure 15). In this option DCI can be piggy-backed on DG PDSCH or SPS.
[image: ]
[bookmark: _Ref101781651]Figure 1615: DCI multiplexing with PDSCH/SPS
[bookmark: P_33_1]Proposal 10: For XR, consider studying ways to have additional DL control signalling opportunities between sparsely configured semi-static SS set occasions by:
· Dynamically configuring SS set occasions
· Piggy-backing/multiplexing DL control signalling on already existing SCH messages (DG or SPS)
Window-Based Configurations
XR traffic is bursty and periodic in nature. It may also contain multiple flows with different configurations (period, jitter, etc.). Hence, in time domain, there may be periods of dense traffic followed by periods of less (or no) traffic. A single configuration/behavior for these multiple periods may not be efficient. Example behavior changes during these periods may include:
· CORESET/SS set (more/less/no monitoring is needed depending on the period)
· CSI-RS/TRS/SRS (may not need to track densely between bursts)
· SPS/CG
· Beam management config (e.g., activated TCI states, …)
· SR/PUCCH (more/less/no opportunities is needed depending on the period)
· C-DRX (configuration changes depending on period)
· UL:DL ratio (depending on period)
Current NR has the framework to change the configurations for any of the above areas but would require separate signalling which requires additional overhead, latency, and complexity.
To reduce overhead, latency, and complexity, multiple time window configurations can be configured by the gNB, where these windows can have different configurations for messages, signals, and/or operations. Of interest in this section is to use these multiple window configurations to adapt PDCCH monitoring to the XR traffic activity. For example, PDCCH monitoring can be increased around the XR burst durations and reduced outside these bursts (an example shown in ). In addition, other Rel-18 XR objectives can also benefit from these multiple window configurations (e.g., C-DRX enhancements, SPS/CG enhancements, etc.).
[bookmark: O_34_1]Observation 15: using multiple time windows with different configurations can help adapt to PDCCH monitoring density depending on the XR traffic patterns with reduced signaling overhead, latency, and complexity
Switching between windows can be:
· Configured, e.g., predefined with fixed window lengths and pattern
· Dynamic, e.g., gNB signals a switch using WUS, DCI, MAC-CE, RRC
· This is particularly useful to adjust to jitter and variable traffic burst lengths
· Implicit, e.g., windows are linked to various states
· E.g., SPS/CG, traffic pattern, pose pattern, etc.
· E.g., increased/additional resources (PDCCH, SR, etc…) before and after CG or SPS
[bookmark: P_33_2]Proposal 11: For XR, consider studying a configuration of multiple time windows have different configurations for messages, signals, and/or operations, where switching between windows can be configured, dynamic, or implicit.
[image: ]
[bookmark: _Ref102121423]Figure 1716: Window-based configuration
Partial Uplink Transmission
As the traffic generated by XR application is quasi-periodic, it is suitable to use configured grant (CG) for the UL XR video data transmission. When compared to dynamic grant (DG), CG reduces the overhead of a scheduling DCI. Moreover, the UE does not need to transmit SR, monitor PDCCH for UL grant, transmit a BSR and then finally transmit UL data. This reduces latency and allows UL packet transmission to meet the PDB. However, the configuration of resource allocation of CG is semi-static. Therefore, the CG configuration cannot adapt to the XR traffic packet sizes.  

In many cases, the resource allocation may be overallocated since the gNB does not obtain periodic or regular BSRs from the UE reflecting its buffer size. An overallocation requires the UE to transmit over all granted resources. The UL transport block includes padding bits such that all RBs are utilized. Having the UE transmit over all – possibly overallocated granted resources – increases the PUSCH transmit power. An increase in PUSCH transmit power causes an increase in power consumption. 

[bookmark: O_4_1]Observation 16: CG reduces the overhead of a scheduling DCI and provides lower latencies compared to SR/BSR scheduling. However, semi-static configuration of the resource allocation may not adapt to varying packet size and may not closely approximate the required resources to transmit the available data at the UE. An overallocation results in an increase of PUSCH transmit power which increases power consumption 

Rel-15 uplink skipping allows a UE to completely skip a grant when there is no MAC SDU waiting for transmission; however, uplink skipping does not allow the UE to transmit over a portion of the grant such that it covers its available data. If the UE is allowed to transmit over a subset of the UL granted resources, power consumption decreases as the UE is not required to transmit unnecessary padding as part of the MAC PDU.  illustrates the partial transmission where only a subset of the PUSCH grant OFDM symbols and RBs have been utilized to transmit the MAC PDU.  

[bookmark: O_4_2]Observation 17: Rel-15 Uplink Skipping allows a UE to completely skip a transmission in the UL but does not allow the UE to transmit over a sufficient allocation just enough to transmit the UL data. 
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Description automatically generated with medium confidence]
[bookmark: _Ref101941692]Figure 1817:An overallocation of PUSCH is partially utilized for transmission of TB with UL data only and no padding
 

 
In Rel-17, traffic models for AR/VR/CG were agreed for analysis simplicity, but XR applications may consist of multiple UL traffic flows that likely have different periodicity and variable packet size than the other flows.

VR traffic model in Section 5.3 of TR 38.838 was assumed where the UL traffic consists of pose/control of 100 bytes. Table 6 summarizes the link level assumptions made to evaluate the partial transmission scheme.  
Results in  shows a ~21% decrease in power consumption with transmission over partial UL grant compared to a transmission over fixed RB allocation. It is also observed that the PDB of 10 msec is met with CG while an SR/BSR scheme assuming 5 msec periodicity introduces 2msec additional latency at 99%-ile. 
Having the gNB allocate a reduced number of RBs in the UL may provide power saving gains however this would require the gNB to know the link conditions and the size of the post packet which may depend on application and may not be readily available in all scenarios. 



[bookmark: _Ref101963224]Table 6: Link Assumptions for Evaluation of Partial Uplink Transmission
	System Bandwidth
	100 MHz

	TDD frame structure
	DDDSU

	MCS
	10

	UE max Tx power
	23 dBm

	HARQ ReTx
	10%

	UL Power model
	UE power consumption model for FR1 38.840 With linear interpolation for Tx power values other than 0 and 23 dBm




[image: ]
[bookmark: _Ref101941839]Figure 1918: Power consumption results comparing partial transmission to PUSCH transmission with Rel-15 Uplink Skipping for VR.
 
 
While the proposal focused on CG grant, it is worth mentioning that the PUSCH partial skipping is also useful for DG allocation as the gNB may over allocate with DG in anticipation of additional UL data.   

[bookmark: O_4_3]Observation 18: A UE that can transmit over a subset of the configured grant allows larger power savings. For VR application with uplink pose/control, a ~21% decrease in power consumption is observed assuming pose/control flow in UL. 

[bookmark: O_4_4]Observation 19: Partial PUSCH transmission can allow power savings for both CG and DG. 
 
For error-free demodulation in the UL, the UE must inform the network of which resources in the UL grant have been utilized or skipped. A UE may indicate the utilized or skipped resources through control signaling. Otherwise, the gNB may have to grant the UE with multiple CG or DG grants. The UE may choose one of the grants with minimal resource allocation to transmit its data with least unnecessary padding. However, while the gNB may configure the UE with multiple CG grants, the resource allocation may still be suboptimal due to the nature of RRC semi-static configuration and the need for DCI activation.  

[bookmark: O_4_5]Observation 20: For proper demodulation in the UL, gNB is required to know which of the UL resources the UE has utilized or skipped.  

[bookmark: P_4_1]Proposal 12: To reduce power consumption, study partial uplink transmission and investigate necessary signaling to enable it. 
 
Conclusions
In this contribution, we have provided the following observations and proposals for XR-specific power saving enhancements for NR Rel-18 XR enhancements:
Observation 1: There is a time mismatch issue between periodic XR DL traffic and R15/16/17 CDRX configuration. This would lead to XR capacity loss due to larger latency or larger UE power consumption to keep the same latency performance. 
Observation 2: By adopting the rational number in DRX cycle and adding the floor operations in DRX formulas, DRX cycles could be adjusted to address the mismatch between DL traffic arrival times and DRX on-duration start times.
Observation 3: In R15/16/17 DRX operation, the mismatch happens between DRX on-duration times and XR DL traffic arrivals when SFN returns to 0 every hyper frame 10,240ms. This would lead to XR capacity loss due to larger latency and/or larger UE power consumption to keep the same latency performance.
Observation 4: By using SFN_M instead of SFN in DRX formulas, the SFN wraparound issue can be resolved with the least spec impact.
Observation 5: Using fixed C-DRX parameters may have negative impact on delays (PDB) and power consumption for XR traffic.
Observation 6: In presence of jitter, the active part of the CDRX cycle needs to be set as long as the jitter tail distribution to avoid premature transition to the inactive part of the cycle before receiving the burst of data. This extended duration of the active part of the CDRX cycle increases UE power consumption.
Observation 7: Early CDRX reduces the active part of the CDRX cycle without impacting packet latency resulting in UE power saving.
Observation 8: The power savings achieved by Early CDRX on top of eCDRX are 4.9% and 10.4% for 60 and 120 FPS respectively for [-4, +4]ms jitter. Similarly, for [-5, +5] ms jitter, these savings are 7.8% and 13.3% respectively. 
Observation 9: Compared to Early CDRX, Release 17 PDCCH skipping with 3 skip durations scheme requires 12.9% and 22.2% additional PDCCH slots per frame for [-4, +4] ms and [-5, +5] ms jitter respectively resulting in higher power consumption.
Observation 10: In R15/16/17 MG operation, all configured MGs are always activated with a higher priority than PDSCH and PUSCH except Msg2/3/4/A/B, which may cause a frequent XR traffic interruption and highly degrades the user experience.
Observation 11: When CDRX is configured with MG, UE may enter the inactivity state during MG, and the remained packets should be buffered and delivered when the next DRX on-duration cycle starts.
Observation 12: Multi-PDSCH/PUSCH scheduling DCI is suitable for XR video data transmission for jitter handling, scheduling of large and variable size of video frame data and UE power saving by PDCCH monitoring reduction.
[bookmark: O_32_1]Observation 13: If data of a XR video frame is scheduled by the same DCI, the number of schedulable PDSCHs may need to be increased beyond 8.
Observation 14: Disabling the retransmission timer allows the reduction of PDCCH monitoring and provides an average power saving gain of 21.0%.
Observation 15: using multiple time windows with different configurations can help adapt to PDCCH monitoring density depending on the XR traffic patterns with reduced signaling overhead, latency, and complexity
Observation 16: CG reduces the overhead of a scheduling DCI and provides lower latencies compared to SR/BSR scheduling. However, semi-static configuration of the resource allocation may not adapt to varying packet size and may not closely approximate the required resources to transmit the available data at the UE. An overallocation results in an increase of PUSCH transmit power which increases power consumption. 
Observation 17: Rel-15 Uplink Skipping allows a UE to completely skip a transmission in the UL but does not allow the UE to transmit over a sufficient allocation just enough to transmit the UL data. 
Observation 18: A UE that can transmit over a subset of the configured grant allows larger power savings. For VR application with uplink pose/control, a ~21% decrease in power consumption is observed assuming pose/control flow in UL. 
Observation 19: Partial PUSCH transmission can allow power savings for both CG and DG. 
Observation 20: For proper demodulation in the UL, gNB is required to know which of the UL resources the UE has utilized or skipped.  

Proposal 1: Introduce non-integer rational numbers in short/long DRX cycles and add floor operations in DRX formulas for CDRX enhancement in Rel.18 with minimal spec impact.
Proposal 2: Introduce a timing reference value of SFN_M which can be updated as SFN_M = (SFN_M + 1) mod M when SFN is changed. The modulo number M can be configured as 1000 for XR and CG applications. This is required for CDRX alignment with XR periodicities.
Proposal 3: For CDRX cycle alignment with XR periodicity, adopt the TPs in the Appendix.
Proposal 4: For XR, consider studying methods to dynamically adapt the C-DRX parameters to the traffic bursts
Proposal 5: UE can transition to the CDRX inactive state after reception of the DL frame. The transition can happen within the configured active part of the CDRX cycle if the Early CDRX conditions are satisfied.
Proposal 6: For XR traffic, MG should be enhanced by handling the priority of data packets or dynamically activating/deactivating the MG occasions from gNB.
Proposal 7: To support more efficient scheduling of XR video data, the single DCI scheduling multiple independent PDSCHs feature can be extended to SCS = 15, 30 and 60 kHz.
[bookmark: _Hlt102127773]Proposal 8: When more than 8 PDSCHs are scheduled by the same DCI, the RV field can be removed from the scheduling DCI to avoid the increase of DCI size. 
Proposal 9: NR supports disabling retransmission timer for the indicated Configured Grants(CG).
Proposal 10: For XR, consider studying ways to have additional DL control signalling opportunities between sparsely configured semi-static SS set occasions by:
· Dynamically configuring SS set occasions
· Piggy-backing/multiplexing DL control signalling on already existing SCH messages (DG or SPS)
Proposal 11: For XR, consider studying a configuration of multiple time windows have different configurations for messages, signals, and/or operations, where switching between windows can be configured, dynamic, or implicit.
Proposal 12: To reduce power consumption, study partial uplink transmission and investigate necessary signaling to enable it. 
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[bookmark: _Toc52752015][bookmark: _Toc52796477][bookmark: _Toc76574160]Appendix 
Enhanced CDRX Text Proposal
Start of the change for TS38.331
–	MAC-CellGroupConfig
The IE MAC-CellGroupConfig is used to configure MAC parameters for a cell group, including DRX.
MAC-CellGroupConfig information element
-- ASN1START
-- TAG-MAC-CELLGROUPCONFIG-START

MAC-CellGroupConfig ::=             SEQUENCE {
    drx-Config                          SetupRelease { DRX-Config }    OPTIONAL,   -- Need M
    schedulingRequestConfig             SchedulingRequestConfig        OPTIONAL,   -- Need M
    bsr-Config                          BSR-Config                     OPTIONAL,   -- Need M
    tag-Config                          TAG-Config                     OPTIONAL,   -- Need M
    phr-Config                          SetupRelease { PHR-Config }    OPTIONAL,   -- Need M
    skipUplinkTxDynamic                 BOOLEAN,
    ...,
    [[
    csi-Mask                            BOOLEAN                        OPTIONAL,   -- Need M
    dataInactivityTimer                 SetupRelease { DataInactivityTimer } OPTIONAL    -- Cond MCG-Only
    ]],
    [[
    usePreBSR-r16                       ENUMERATED {true}              OPTIONAL,   -- Need R
    schedulingRequestID-LBT-SCell-r16   SchedulingRequestId            OPTIONAL,   -- Need R
    lch-BasedPrioritization-r16         ENUMERATED {enabled}           OPTIONAL,   -- Need R
    schedulingRequestID-BFR-SCell-r16   SchedulingRequestId            OPTIONAL,   -- Need R
    drx-ConfigSecondaryGroup-r16        SetupRelease { DRX-ConfigSecondaryGroup } OPTIONAL    -- Need M
]]
[[
drx-ConfigNonIntegerCycles-r18		SetupRelease { DRX-ConfigNonIntegerCycles }	OPTIONAL, 	-- Need M
]]
}

DataInactivityTimer ::=         ENUMERATED {s1, s2, s3, s5, s7, s10, s15, s20, s40, s50, s60, s80, s100, s120, s150, s180}

DRX-ConfigNonIntegerCycles  ::=		SEQUENCE {
	drx-LongCycleStartOffset			CHOICE  {
		twentyFiveThird             		INTEGER(1..7),
		oneHundredNinth					INTEGER(1..10),
		twentyFiveSecond					INTEGER(1..11),
		fiftyThird							INTEGER(1..15),
		oneHundredTwentyFiveSixth			INTEGER(1..19),
		twoHundredNinth					INTEGER(1..21),
		oneHundredThird					INTEGER(1..32),
		oneHundredTwentyFiveThird			INTEGER(1..40),
		twoHundredThird						INTEGER(1..65)
	},
	drx-ShortCycle					ENUMERATE  {
										twentyFiveThird, oneHundredNinth, twentyFiveSecond,
										fiftyThird, oneHundredTwentyFiveSixth, twoHundredNinth,															oneHundredThird, oneHundredTwentyFiveThird,
										twoHundredThird }  OPTIONAL – M
	drx-timeReferenceSFN				ENUMERATED {sfn512}
}

-- TAG-MAC-CELLGROUPCONFIG-STOP
-- ASN1STOP

	MAC-CellGroupConfig field descriptions

	usePreBSR
If set to true, the MAC entity of the IAB-MT may use the Pre-emptive BSR, see TS 38.321 [3].

	csi-Mask
If set to true, the UE limits CSI reports to the on-duration period of the DRX cycle, see TS 38.321 [3].

	dataInactivityTimer
Releases the RRC connection upon data inactivity as specified in clause 5.3.8.5 and in TS 38.321 [3]. Value s1 corresponds to 1 second, value s2 corresponds to 2 seconds, and so on.

	drx-Config
Used to configure DRX as specified in TS 38.321 [3].

	drx-ConfigNonIntegerCycles
Used to configure DRX short and long cycles with non-integer values. Value twentyFiveThird corresponds to 25/3 msec, oneHundredNinth corresponds to 100/9 msec, and so on. Only the last digit is used as the denominator of a value. When this field is configured, drx-LongCycleStartOffset and drx-ShortCycle in drx-Config shall be ignored.

	drx-ConfigSecondaryGroup
Used to configure DRX related parameters for the second DRX group as specified in TS 38.321 [3]. The network does not configure secondary DRX group with DCP simultaneously nor secondary DRX group with a dormant BWP simultaneously.

	lch-BasedPrioritization
If this field is present, the corresponding MAC entity of the UE is configured with prioritization between overlapping grants and between scheduling request and overlapping grants based on LCH priority, see TS 38.321 [3].

	schedulingRequestID-BFR-SCell
Indicates the scheduling request configuration applicable for BFR on SCell, as specified in TS 38.321 [3].

	schedulingRequestID-LBT-SCell
Indicates the scheduling request configuration applicable for consistent uplink LBT recovery on SCell, as specified in TS 38.321 [3].

	skipUplinkTxDynamic
If set to true, the UE skips UL transmissions as described in TS 38.321 [3].

	tag-Config
The field is used to configure parameters for a time-alignment group. The field is not present if any DAPS bearer is configured.



	Conditional Presence
	Explanation

	MCG-Only
	This field is optionally present, Need M, for the MAC-CellGroupConfig of the MCG. It is absent otherwise.


End of the change for TS38.331

Start of the change for TS38.321
When DRX is configured, the MAC entity shall:
1>	if a MAC PDU is received in a configured downlink assignment:
2>	start the drx-HARQ-RTT-TimerDL for the corresponding HARQ process in the first symbol after the end of the corresponding transmission carrying the DL HARQ feedback;
2>	stop the drx-RetransmissionTimerDL for the corresponding HARQ process.
1>	if a MAC PDU is transmitted in a configured uplink grant and LBT failure indication is not received from lower layers:
2>	start the drx-HARQ-RTT-TimerUL for the corresponding HARQ process in the first symbol after the end of the first transmission (within a bundle) of the corresponding PUSCH transmission;
2>	stop the drx-RetransmissionTimerUL for the corresponding HARQ process at the first transmission (within a bundle) of the corresponding PUSCH transmission.
1>	if a drx-HARQ-RTT-TimerDL expires:
2>	if the data of the corresponding HARQ process was not successfully decoded:
3>	start the drx-RetransmissionTimerDL for the corresponding HARQ process in the first symbol after the expiry of drx-HARQ-RTT-TimerDL.
1>	if a drx-HARQ-RTT-TimerUL expires:
2>	start the drx-RetransmissionTimerUL for the corresponding HARQ process in the first symbol after the expiry of drx-HARQ-RTT-TimerUL.
1>	if a DRX Command MAC CE or a Long DRX Command MAC CE is received:
[bookmark: _Hlk49354090]2>	stop drx-onDurationTimer for each DRX group;
2>	stop drx-InactivityTimer for each DRX group.
1>	if drx-InactivityTimer for a DRX group expires:
2>	if the Short DRX cycle is configured:
3>	start or restart drx-ShortCycleTimer for this DRX group in the first symbol after the expiry of drx-InactivityTimer;
3>	use the Short DRX cycle for this DRX group.
2>	else:
3>	use the Long DRX cycle for this DRX group.
1>	if a DRX Command MAC CE is received:
2>	if the Short DRX cycle is configured:
3>	start or restart drx-ShortCycleTimer for each DRX group in the first symbol after the end of DRX Command MAC CE reception;
3>	use the Short DRX cycle for each DRX group.
2>	else:
3>	use the Long DRX cycle for each DRX group.
1>	if drx-ShortCycleTimer for a DRX group expires:
2>	use the Long DRX cycle for this DRX group.
1>	if a Long DRX Command MAC CE is received:
2>	stop drx-ShortCycleTimer for each DRX group;
2>	use the Long DRX cycle for each DRX group.
1>	if the Short DRX cycle is used for a DRX group, and floor{[(SFN_M × 10) + subframe number] modulo (drx-ShortCycle)} = floor[(drx-StartOffset) modulo (drx-ShortCycle)]:
2>	start drx-onDurationTimer for this DRX group after drx-SlotOffset from the beginning of the subframe.
1>	if the Long DRX cycle is used for a DRX group, and floor{[(SFN_M × 10) + subframe number] modulo (drx-LongCycle)} = drx-StartOffset:
2>	if DCP monitoring is configured for the active DL BWP as specified in TS 38.213 [6], clause 10.3:
3>	if DCP indication associated with the current DRX cycle received from lower layer indicated to start drx-onDurationTimer, as specified in TS 38.213 [6]; or
3>	if all DCP occasion(s) in time domain, as specified in TS 38.213 [6], associated with the current DRX cycle occurred in Active Time considering grants/assignments/DRX Command MAC CE/Long DRX Command MAC CE received and Scheduling Request sent until 4 ms prior to start of the last DCP occasion, or during a measurement gap, or when the MAC entity monitors for a PDCCH transmission on the search space indicated by recoverySearchSpaceId of the SpCell identified by the C-RNTI while the ra-ResponseWindow is running (as specified in clause 5.1.4); or
3>	if ps-Wakeup is configured with value true and DCP indication associated with the current DRX cycle has not been received from lower layers:
4>	start drx-onDurationTimer after drx-SlotOffset from the beginning of the subframe.
2>	else:
3>	start drx-onDurationTimer for this DRX group after drx-SlotOffset from the beginning of the subframe.
1> if DRX is configured by RRC:
2> if drx-ConfigNonIntegerCycles-r18 is configured:
3> M = 1000;
3> if SFN >= drx-timeReferenceSFN, SFN_M = (SFN - drx-timeReferenceSFN) mod M;
3> if SFN < drx-timeReferenceSFN, SFN_M = (SFN - drx-timeReferenceSFN + 1024) mod M.
	2> else:
		3> M = 1024;
		3> SFN_M = SFN.
1> if SFN is changed:
2> SFN_M = (SFN_M + 1) mod M.
NOTE 2:	In case of unaligned SFN across carriers in a cell group, the SFN of the SpCell is used to calculate the DRX duration.	
End of the change for TS38.321
Early CDRX
In this section, we will discuss about the Early CDRX idea that was originally conceived for the best effort applications and is known to provide significant power savings for many different CDRX schemes in use with or without short cycles. Early CDRX is also fully compliant with WUS and provides the expected benefits.
For many cellular applications, the user experience is affected by the tail of the packet latency distribution, i.e., the higher percentiles of the latency distribution (e.g., 95th percentile). Traditionally, large CDRX inactivity timers have been used to avoid transitioning into DRX prematurely since such premature transition can lead to large packet latencies. However, the downside of large inactivity timer is that it reduces the usage of DRX.
The Early CDRX transitions the UE to the DRX state sooner, i.e., enables more DRX usage and while doing so it strictly controls the maximum additional latency introduced by the idea. The larger the CDRX inactivity timer, the larger is the power saving by early CDRX.
Description of Design:
· Condition for triggering the early transition to DRX state is based on 2 new RRC parameters:
· If the current slot is less than early_cdrx_advance ahead the location of an upcoming drx-OnDuration, and
· There has been inactivity for at least early_cdrx_inactivity slots
· When both conditions are satisfied, the UE transitions to the Short DRX, if the Short DRX cycle is configured, or to the Long DRX
· If the Short DRX cycle is used, the drx-InactivityTimer shall continue to run. If the drx-InactivityTimer expires, the drx-ShortCycleTimer starts to run. This prevents the Long DRX cycle from being used where the Rel.15 CDRX algorithm would have resulted in either the Short Cycle or the Active Time.

Role of the new parameters
· early_cdrx_advance – it controls the maximum packet latency introduced by the new feature
· early_cdrx_inactivity – it is used to prevent the feature from triggering under high scheduling rate, i.e., avoids impacting heavy duty cycle use cases

Illustration of the Idea
The diagram below provides the pictorial depiction of the Early CDRX working principle. It compares the legacy CDRX with early CDRX. The additional DRX that can be achieved due to the implementation of early CDRX is clearly observed in the diagram.
As can be seen, in legacy CDRX, once the traffic packet arrives, the inactivity timer runs for 100 ms before transitioning to DRX. However, with Early CDRX, once the traffic packet arrives, we continuously track for early_cdrx_inactivity and early_cdrx_advance parameters. As soon as these conditions are satisfied as shown in the diagram, UE transitions to DRX even before the inactivity timer expires. This, hence, provides more DRX, i.e., more power saving while strictly controlling the maximum additional latency introduced.
[image: Timeline

Description automatically generated]
Figure 2019: Comparison between Legacy CDRX and Early CDRX. Configurations assumed are: Inactivity timer = 100 ms, On duration = 10 ms, long cycle = 160 ms, early_cdrx_inactivity = 10 ms, and early_cdrx_advance = 100 ms

Early CDRX Power Savings
The following table provides the power savings achieved by early CDRX compared against legacy CDRX for both long CDRX cycles and short CDRX cycles, and across various use cases. Since, for the best effort apps, there is a trade-off between power and latency, the impact on latencies due to extra-power saving by early CDRX is also provided in the table. 
The assumptions used for running the simulations are provided here.
· BWP1 = 20 MHz, 2 RX
· BWP2 = 100 MHz, 4 RX
· Frame Config = DDDSU
· Peak SPEF (BWP1) = 3.9 bps/Hz
· Peak SPEF (BWP2) = 2.3 bps/Hz
· SCS = 30 KHz
· BWP1 switches to BWP2 if Latency > 40 ms
· BWP2 switches to BWP1 if inact timer > 40 ms
Table 7: Early CDRX power savings against Legacy CDRX for long and short cycles across various apps
	
	Baseline CDRX
	Early CDRX

	Long CDRX
	Inact=100, OnDuration=10, LongCycle=160ms
	Inact=100 OnDuration=10, LongCycle=160ms
Early_Inact=10, Early_Advance=50ms

	
	
	DL packet latency
	
	DL packet latency

	Use case
	mA
	Avg. Latency (ms)
	%pkts lat > 50 ms
	Power Saving
	Increment in Average Lat. (ms)
	Increment in %pkts lat > 50 ms

	Map Navigation
	ref.
	28.6
	30.1%
	4.9%
	+ 1.4
	0.0%

	iQIYI
	ref.
	8.7
	5.6%
	7.1%
	+ 3.6
	0.0%

	QQ speed
	ref.
	10.1
	0.0%
	19.6%
	+ 7.9
	3.5%

	TIKTOK
	ref.
	7.8
	2.0%
	8.3%
	+ 3.7
	1.9%

	Web-Browsing
	ref.
	2.7
	0.9%
	14.8%
	+ 4.7
	0.2%

	WeChat Video
	ref.
	1.2
	0.0%
	4.9%
	+ 1.5
	0.4%

	WhatsApp Voice
	ref.
	0.1
	0.0%
	28.1%
	+ 8.1
	0.0%

	YouTube
	ref.
	6.0
	2.3%
	15.2%
	+ 8.5
	0.7%

	Sync and idle
	ref.
	43.2
	38.5%
	0.8%
	+ 1.3
	0.2%

	
	Baseline Short CDRX
	Short CDRX + Early CDRX

	Short CDRX
	Inact=20, OnDuration=10, ShortCycle=40, ShortCycleTimer=2, LongCycle=160ms
	Inact=20, OnDuration=10, ShortCycle=40, ShortCycleTimer=2, LongCycle=160ms
Early_Inact=10, Early_Advance=25ms

	
	 
	DL packet latency
	 
	DL packet latency

	Use case
	mA
	Avg. Latency (ms)
	%pkts lat > 25 ms
	Power Saving
	Increment in Average Lat. (ms)
	Increment in %pkts lat > 25 ms 

	Map Navigation
	ref.
	31.5
	37.6%
	5.0%
	+ 1.7
	0.0%

	iQIYI
	ref.
	9.0
	9.3%
	5.7%
	+ 1.3
	0.0%

	QQ speed
	ref.
	15.0
	19.1%
	8.9%
	+ 1.9
	5.0%

	TIKTOK
	ref.
	8.3
	10.8%
	4.1%
	+ 0.8
	1.1%

	Web-Browsing
	ref.
	3.8
	2.4%
	9.7%
	+ 2.4
	0.3%

	WeChat Video
	ref.
	1.2
	0.2%
	2.9%
	+ 0.4
	0.0%

	WhatsApp Voice
	ref.
	10.6
	1.3%
	13.1%
	+ 0.7
	-0.8%

	YouTube
	ref.
	11.6
	11.9%
	7.4%
	+ 0.8
	-0.9%

	Sync and idle
	ref.
	45.2
	52.6%
	2.2%
	+ 1.0
	0.7%

	
	
	
	
	
	
	

	
	Baseline Short CDRX
	Short CDRX + Early CDRX

	Short CDRX
	Inact=20, OnDuration=10, ShortCycle=40, ShortCycleTimer=2, LongCycle=160ms
	Inact=20, OnDuration=10, ShortCycle=40, ShortCycleTimer=2, LongCycle=160ms
Early_Inact=10, Early_Advance=20ms

	
	 
	DL packet latency
	 
	DL packet latency

	Use case
	mA
	Avg. Latency (ms)
	%pkts lat > 20 ms
	Power Saving
	Increment in Average Lat. (ms)
	Increment in %pkts lat > 20 ms 

	Map Navigation
	ref.
	31.5
	44.1%
	3.0%
	+ 1.4
	2.2%

	iQIYI
	ref.
	9.0
	10.0%
	4.3%
	+ 1.3
	0.7%

	QQ speed
	ref.
	15.0
	28.2%
	6.9%
	+ 1.9
	11.1%

	TIKTOK
	ref.
	8.3
	14.2%
	3.2%
	+ 0.8
	0.9%

	Web-Browsing
	ref.
	3.8
	3.5%
	4.9%
	+ 1.3
	0.0%

	WeChat Video
	ref.
	1.2
	0.2%
	2.7%
	+ 0.3
	0.0%

	WhatsApp Voice
	ref.
	10.6
	30.3%
	1.2%
	+ 0.2
	0.3%

	YouTube
	ref.
	11.6
	13.7%
	5.5%
	+ 0.4
	-1.7%

	Sync and idle
	ref.
	45.2
	56.9%
	1.8%
	+ 0.9
	2.0%

	
	
	
	










1/2
image1.png
4. A A 4
Burst Arrivals T T T T
(60Hz)
f 16.67 m: 16.67 m: 16.67 m: |
| | Of by 1 ms. Misses ON duration
|
DRX cycle 16ms
ONdur. 1ms.
[5 16 m 16 m 16 m |
| ency wil creep up Unt Burst

| {and ON dur. fall back to alignment]

DRX cycle 17ms 1 —‘
ON dur. 1ms :
t

17m! 17 m: 17 m:




image2.png
Burst Arrivals
(60Hz)

DRX cycle 50/3 ms
ON dur. 1ms

11

16.67 m:

16.67 m:

16.67 m:

11

r
|
|

Re-aligned in 50ms

17 m:

17 m:

16 m:





image3.png
Timing Mismatch (ms)

] fltfltfltfltflth

Y-

gl Trafiic Arrival Time o
—1 Legacy DRX (DRX cycle =16ms) o
==© Enhancement
N T | | | | J
- &
0 50 100 150 200 250 300

DRX Cycles (ms)




image4.png
Burst Arrivals
(60Hz)

DRX cycle 50/3 ms.
DRX start offset Oms

SFN

11

f 16.67 m: 16.67 m: 16.67 m: | o f 16.67 m: 16.67 m: 16.67 m: 3 16.67 m:
| Realignedin Soms ] | L0ms drift of ON duration
| | v
F 17 m: 17 m: 16 m: gl - f 17 m: 17 ms- 6 m: | 17 m: 17 m:
| | | |
| | |
|
0 1 2 3 4 1020 1021 1022 1023 0 1 2
‘,\ 10 m. 10 m: 10 m: 10 m. 10 m. - k 10 m. 10 m: 10 m. 10 m. 10 m: 10 m.





image5.png
Burst Arrivals
(60Hz)

DRX Cycle 50/3 ms
DRX start offset Oms

11 1 11 11 i 11 11 1
f 16.67 m: 16.67 m: 16.67m | f 16.67 m: 16.67 m: 16.67m f 16.67m
| Realignedin Soms ] | Re-alignedin 50ms
| | |
¥ 17m: 17m 16m 3 [ 17m 17m 16m ¥ 17m
| | | |
| | | |
o 1 2 3 4 995 996 997 998 999 o 1
p—10m. 10m 10m: 10m 10m | f—10m. 10m 10m: 10m: 10m: F——10m: 10m





image6.emf
PDSCH

Non-integer cycle

Jitter

Jitter

ON

Duration

Integer cycle

XR Traffic

WUS-based 

PDCCH

WUS

ON

Duration

Using WUS 

and PDCCH/

PDSCH

ON

Duration

Using previous 

PDCCH/PDSCH

ON

Duration

Using previous 

and current 

PDCCH/PDSCH

Part 2

Part

1

Part 1Part 2


Microsoft_Visio_Drawing.vsdx
PDSCH

Non-integer cycle
Jitter
Jitter
ON
Duration
Integer cycle


XR Traffic
WUS-based
PDCCH
WUS
ON
Duration
Using WUS and PDCCH/PDSCH
ON
Duration
Using previous PDCCH/PDSCH
ON
Duration
Using previous and current PDCCH/PDSCH

Part 2
Part
1



Part 1
Part 2



image7.jpeg
DL traffic packet

ECDRX

DRX (Sleep) <w =TT DRX_ = > I(\ T TDRX_ = \>

INACTIVITY TIMER

Bell curve represents the
DL jitter region

Early CDRX
DRX (Sleep), E - DRX =] K i DRX =5
iditional litional
DRX DRX
INACTIVITY TIMER
Early_CDRX_Inactivity Pathyl oo indetiviey | carly_cdninactivity
expires. expires

PDCCH mgfhitoring

B ©CDRX Cycle e ©CDRX Cycle >





image8.png
Burst Arrivals
(60Hz)

XR Traffic
Transmission
(w/o DRX config)

Measurement
Gaps

Burst#l

Burst#2

11

Burst#3 Burst#d.

11 i

16.67 ms-

]

16.67 ms-

|

|G intefups

|XR traffi transmisson

16.67 m: 16.67 m:

CO-p
I

20m

20m

20m





image9.png
Burst Arrivals
(60Hz)

DRX cycle

Measurement
Gaps

Bursti#l Burst#2 Burst#3 Burst#4
16.67 m: 16.67 m: 16.67 m: 16.67ms
Remanedpackersare delvered
the next DRX on
[— D |
v
17 m: 17 m: 16 fn

(-
T
1
| DR hactivity timer expires and
| UE ehters the nactive state

20m

20m

20m:





image10.png
Burst Arrivals
(60Hz)

DRX cycle

Measurement
Gaps

Burst#l

i}

Burst#2 Burst#3

1 11

16.67 m:

Burst#d.

11

16.67 m:

16.67 m:

16.67 m:

Burst packets redefvered in

j

f——17m 16 m:

17 m:

— 1
1 DRX dn-curation time expires [
} ana e erersthe macve state .

20m:

20m

20m:





image11.emf
Jitter

PDS

CH

PDSCH PDSCH PDSCH

DCI

PDCCH skipping

PDSCH


Microsoft_Visio_Drawing1.vsdx
Jitter
PDSCH
PDSCH
PDSCH
PDSCH
DCI
PDCCH skipping
PDSCH



image12.png
UE monitors PDCCH during this time.

do-HARQ-RTT-TimerUL dnxRetransmissionTimerUL
I PDCCH monitoring (Active Time)

ca




image13.png
CDF

09

08

07

06

05

04

03

02

01

'VR30 without itter
#UE1, DLUL Satisfiod UE %={0.97143]

reTxtimer off(DLUL0.97143)

18

2

2

2%
Power saving gain(%)

2

2

20




image14.emf
-5 0 5 10 15 20 25 30 35

Power saving gain(%)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C

D

F

VR30 without jitter

#UE=10, DLUL Satisfied UE %=[0.92619     0.92698     0.94603]

CG, no reTx timer,(DLUL:0.92619)

CG, reTx timer,(DLUL:0.92698)

DG, Always On,(DLUL:0.94603)


image15.emf
Dynamic 

CORESET/SS 

allocation

PDSCH

PDCCH/Regular 

CORESET/SS

Dynamically allocated 

CORESET/SS

XR traffic burst XR traffic burst

XR Period


image16.emf
DCI piggy-

back on 

PDSCH

PDCCH

PDSCH

XR Period

Piggy-back DCI


image17.emf
XR Traffic

1

2 3 4 5

XR Period

1

2 3 4 5

SPS PDCCH

PDSCH

Window A

Increased SPS

Normal PDCCH

Window B

Increased PDCCH

Window 

based 

activity

Window A

Increased SPS

Normal PDCCH

Window B

Increased PDCCH

Window C

Reduced SPS and PDCCH

Implicit switch at end of SPS


image18.png
Skipped resources

PUSCH utilized for MAC PDU Tx




image19.jpeg
Power Consumption

180 T

W Paril Skipping
I PUSCH tx w/ Rek15 UL Skip





image20.png
: Il Traffic Packet
Legacy CDRX !
DRX (Sleep). _EK-‘ @

|namivizy|imerexpir§-5 Inactivity timer expires
INACTIVITY TIME —

CDRX Cycle (160 ms) CCDRX Cycle (160 ms) ———————»

PDCCH monitoring

Inactivity timer
Resets

!
Ea”ycl_
DRX (Sleep).
early_cdnx_inactivity expires early_cdne_inactivity expires
Condition #2_ Condition #2

early_cdnc_advance (Condition #1) early_cdrx_advance (Condition #1)
| — e

INACTIVITY TIME ]
|

PDCCH monitoring

<+————————— CDRX Cycle (160 ms) ' CDRX Cycle (160ms) —— 5

nactivityftimer

Resets





