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Introduction
This proposal shows our views on other aspects of AI/ML for positioning accuracy enhancement, including representative sub use cases and their collaboration levels, model framework and potential specification impacts.
Representative sub use cases
The sub use cases of AI/ML for positioning accuracy enhancement can be categorized in different regimes, the main factors include the collaboration level between gNBs and UEs, the AI/ML model deployment strategy and the property of the AI/ML model output.
In general, the wireless positioning algorithm uses the measurements from the physical channels among gNBs and UEs to derive the final UE positions, the AI/ML model will also make use of those measurements intuitively with potential assistance information. Therefore, we suggest deploying AI/ML models in one side of the network with either collaboration level 0 or 1 depends on whether extra assistance information or configuration signaling will be sent via the air interface, sub use case of collaboration level 2 seems to be infeasible for this case.
Furthermore, according to the nature of positioning accuracy enhancement, one side of the network entities need to collect the signals from the other side and then calculate the UE positions, so the AI/ML should be only deployed in one side of the network. Depending on which reference signal will be used for measurement and where the AI/ML model deploys, the sub use cases can be listed as follows:
· AI/ML deploys in UE and base on DL positioning reference signal (UE-based-PRS).
· AI/ML deploys in UE and base on UL sounding reference signal (UE-based-SRS).
· AI/ML deploys in gNB and base on DL positioning reference signal (gNB-based-PRS).
· AI/ML deploys in gNB/LMF and base on UL sounding reference signal (gNB-based-SRS).
In addition, the sub use cases can also be categorized by the output properties, the AI/ML models can be trained for output the followings:
· Final UE position coordinates.
· Intermediate values for further calculations.
· Assistant information such as LOS/NLOS probability indication. 
The above categorizations of sub use cases can be combined or mixed for different purposes and applications, however, in the period of study item, it is sufficient to have limited representative sub use cases as pilot study in order to avoid redundant workload.
From our point of view, we propose 2 prioritized sub use cases, which fall into collaboration level 0 and 1, respectively, the selection considerations are described as follows:
· The AI/ML deploys in gNB will be studied first due to the relatively fixed location and constant channel properties of gNBs compared to the UEs.
· The UL SRS is preferred to be used for channel measurement.
· The AI/ML models should give the output which can be directly connected to the final UE locations.
Therefore, the preferred sub use cases for this case are described in the following:
· Collaboration 0: The AI/ML deploys in gNB based on SRS with NO additional assistant information from the UE or other gNBs, the output of the AI model will be the UE location coordinates or the intermediate results which can be directly used to calculate the UE location coordinates. 
· Collaboration 1: The AI/ML deploys in gNB based on SRS with additional assistant information from the UE or other gNBs, the additional information may be used for AI/ML model training, model selection/switching or model monitoring. The output of the AI/ML model will be UE location coordinates or the intermediate results which can be directly used to calculate the UE location coordinates. 
Proposal 1: On AI/ML for positioning accuracy enhancement during the SI phase, the following two sub use cases are selected:
· gNB-based AI/ML without assistant information.
· gNB-based AI/ML with assistant information.
Model Framework and Specification Impact
The AI/ML model framework and lifecycle management for positioning accuracy enhancement follow the general principles of AI/ML for Air Interface which displays in other proposals. 
The offline training AI/ML models are suggested to be used in current stage, online training for positioning has its intrinsic issues because it requires the ground truth labels to facilitate real-time model update, but these labels are difficult to acquire, especially for indoor scenarios.
Proposal 2: Online training for positioning is not supported due to the difficulty on obtaining the training labels. 
Based on the definitions of AI/ML model collaboration levels, there is no specification impact for the sub use case of collaboration level 0, and for sub use cases of collaboration level 1, the spec impacts could be the signaling from UEs to the gNB(s), these signaling can be used for AI model inference or monitoring to the gNB.
The assistance information for monitoring can be based on the statistical properties of the model input and other information which can reflect the environmental change of the channels. The details should be studied and discussed carefully.
Proposal 3: The potential specification impacts include assistance information and new signaling procedure for gNB-based AI/ML.
Conclusion
Proposal 1: On AI/ML for positioning accuracy enhancement during the SI phase, the following two sub use cases are selected:
· gNB-based AI/ML without assistant information.
· gNB-based AI/ML with assistant information.
Proposal 2: Online training for positioning is not supported due to the difficulty on obtaining the training labels.
Proposal 3: The potential specification impacts include assistance information and new signaling procedure for gNB-based AI/ML.
