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Introduction
The importance of UE and other terminals’ positioning in wireless network is growing rapidly in recent years due to the prevalence of advanced wireless applications such as gaming, online security, and miscellaneous financial services. Unfortunately, all wireless positioning methods applied in current live network are suffering from low accuracy, especially in scenarios with high NLOS probability such as indoor factory. There are multiple approaches under investigation to improve the positioning accuracy, of which AI/ML is one promising method which seems to be a powerful tool to solve the positioning accuracy issue.
This proposal aims to provide our views on evaluation methodology and KPIs on AI/ML for positioning accuracy enhancement. 
Evaluation Methodology
It is agreed [1] that the dataset should be generated based on statistical models from TR38.901[2] and TR38.857[3], however there are plenty of positioning cases defined in TR38.857. AI/ML models rely on big data and the generality is an essence for the models. Therefore, it is necessary to generate datasets with certain volumes which can cover multiple channel properties by tuning some key channel parameters in the simulation. It is suggested to define additional simulation parameter sets which is suitable for AI/ML model training. More indoor scenarios can be added.
Proposal 1: In order to generate AI/ML-catered datasets with sufficient target channel properties for training, additional simulation parameter sets should be developed by adjusting and expanding the existing cases defined in TR38.857.
The datasets should be divided into training/validation/testing sets, the general properties of these 3 sets need to be identical, the testing sets will be used for inference test and will be used to evaluate the performance of the AI/ML models. 
The field data should be excluded in this study item phase because the main task for the SI is to evaluate the general AI/ML model performance augmentation by using commonly recognized datasets. It is very difficult to obtain one field datasets which can be accepted by all companies. Furthermore, for positioning accuracy enhancement, large quantities of field data with high accuracy are not easy to acquire.
Proposal 2: For the evaluation on AI/ML for positioning accuracy enhancement, field data should be excluded during the study item phase.
KPI
As defined in chapter 5 in [3], the KPI of the positioning accuracy is defined as the distance error (includes horizontal and vertical accuracy) between the calculated/predicted value and the ground truth, for statistical purpose, thresholds are set for 90% confidence interval (CDF curve can be a useful tool to represent the statistics). AI/ML model will follow this KPI definition.
Except for the final positioning accuracy KPI, the cost introduced by AI/ML model itself also needs to be evaluated and taken into consideration. We suggest collecting the complexity (such as model FLOPs), the necessary storage and the potential extra overhead (or latency) of the AI/ML model. The trade-off between the complexity and performance is a key point for evaluation.
Proposal 3: The positioning accuracy defined in TR38.857 should be used as the KPI for the performance evaluation regardless of the output of the AI/ML models.
Proposal 4: The complexity, the storage requirement and the extra overhead introduced by the AI/ML model should be collected, and the trade-off between these factors and the performance should be evaluated.
Simulation related
Since the evaluation for an AI/ML model applied in wireless regime is a brand-new attempt, for the purpose of performance comparison among companies without confusion, a calibration for the evaluation procedures is recommended. There are two crucial factors for the simulation of an AI/ML application: the input dataset and the AI/ML model which extracts the features of the inputs; therefore, both of the two parts need some guidelines for calibration. 
Common datasets for each use cases are not recommended. The implemented AI/ML models for each company may varies specifically, therefore, the input/out data dimensions, the necessary data pre-processing strategies and the AI/ML model capabilities may be different for different companies. In order to calibrate the performance, it is not feasible to define a common dataset for all kinds of models. As we state in the proposal of general principles of AI4AI, a common sets of simulation parameters for different scenarios should be defined as the basis of performance calibration.
The internal mechanism of AI/ML model is obscure and difficult to be manipulated, and the details of the AI/ML model structure and related algorithms are left for implementation and out of the discussion scope. Therefore, due to the variance of the hardware configuration, model structure and training strategy among companies, also due to the difficulty for online monitoring of the AI/ML model performance for positioning accuracy enhancement, a public reference AI/ML model for positioning with decent size and basic training strategy is preferred for performance calibration, the detailed procedure of the reference AI/ML model need to be studied. 
The baseline algorithm can be one of the existing methods defined in current specifications, including E-CID, RTT, AoA/AoD, OTDOA and so on, the input of the baseline algorithm chosen for comparison should be aligned with the correspondent AI/ML model.
Proposal 5: A common set of simulation parameters per scenario should be used.
Proposal 6: Calibration to have comparable results among companies by using an AI/ML model is needed, and the reference model generation procedure need to be studied.

Conclusion
Proposal 1: In order to generate AI/ML-catered datasets with sufficient target channel properties for training, additional simulation parameter sets should be developed by adjusting and expanding the existing cases defined in TR38.857.
Proposal 2: For the evaluation on AI/ML for positioning accuracy enhancement, field data should be excluded during the study item phase.
Proposal 3: The positioning accuracy defined in TR38.857 should be used as the KPI for the performance evaluation regardless of the output of the AI/ML models.
Proposal 4: The complexity, the storage requirement and the extra overhead introduced by the AI/ML model should be collected, and the trade-off between these factors and the performance should be evaluated.
Proposal 5: A common set of simulation parameters per scenario should be used.
Proposal 6: Calibration to have comparable results among companies by using an AI/ML model is needed, and the reference model generation procedure need to be studied.
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