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Introduction
[bookmark: _Hlk101176897]In this SI, the initial set of use cases includes CSI feedback enhancement, beam management, and positioning accuracy enhancement. In order to limit the workload of evaluation, representative sub use cases should be finalized by RAN1#111. In this contribution, we show our view on sub-use-case selection for CSI feedback enhancement [1], and discuss its potential standard impacts.
Sub-use-case selection
CSI feedback overhead reduction can be regarded as the dual use case of feedback accuracy enhancement. It is widely studied by companies. There are two assumptions in this sub use case:
a. AI encoder/decoder-based method in Collaboration level 2 (Colla-2): the paired AI networks should be deployed at both the UE and gNB side, and work jointly.
b. AI is deployed at the gNB side, and is used to recover CSI information through sparser CSI feedback than conventional configuration. It belongs to Collaboration level 1 (Colla-1) or Collaboration level 0 (Colla-0).
Comparatively, Case-a has big STD impacts, while Case-b has small STD impacts. 
According to the proposals in our companion contribution, only one sub use case is selected for one collaboration level. Among three use cases in this SI, AI encoder/decoder is the only use case of Colla-2. Therefore, it should be confirmed as the sub use case of the use case of CSI feedback enhancement.
Proposal-1: As AI encoder/decoder-based CSI overhead reduction is the only use case in Collaboration level 2, it should be confirmed as the sub use case for CSI feedback enhancement.
The other sub-use-case candidate is CSI prediction, which is also a Colla-1 use case.
Proposal-2: The following two sub use cases for CSI feedback enhancement can be used as the candidates for final decision:
1. CSI feedback overhead reduction by using AI residing in gNB.
2. CSI feedback prediction in time domain by using AI residing in UE.

Potential STD impacts
Proposal 3: For AI encoder/decoder-based method, the study of STD impacts may start from:
· Studying the CSI report configurations and the procedures related to AI encoder/decoder.
· Studying the procedures related to pairing the AI encoder and the AI decoder.
· Studying the AI ON/OFF switching and the AI operation alignment for AI encoder/decoder.
STD impacts for other sub cases can be studied after they are confirmed.

Conclusions
Proposal-1: As AI encoder/decoder-based CSI overhead reduction is the only use case in Collaboration level 2, it should be confirmed as the sub use case for CSI feedback enhancement.
Proposal-2: The following two sub use cases for CSI feedback enhancement can be used as the candidates for final decision:
3. CSI feedback overhead reduction by using AI residing in gNB.
4. CSI feedback prediction in time domain by using AI residing in UE.
Proposal 3: For AI encoder/decoder-based method, the study of STD impacts may start from:
· Studying the CSI report configurations and the procedures related to AI encoder/decoder.
· Studying the procedures related to pairing the AI encoder and the AI decoder.
· Studying the AI ON/OFF switching and the AI operation alignment for AI encoder/decoder.
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